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FOREWORD

This report describes the research effort of the Data Simulation, designed by Mr. Ginsberg. The results of the
" Systems Division of Litton Industries, Inc. under Supple. simulation are included in Volume 1 Volume III, Effective-

mental Agreement 2 to Contract DAAGO5-70-C-0328, ness, by Herbert K. Weiss, reports on methods of evaluating
with the U.S. Army, Frankford Arsenal. The objective overall system effectiveness.
was to provide additional analytic and simulation effort in
support of the parametric analysis of predicted fire air In the present report, frequent reference is made to the
defense weapon systems. Final Report on the original contract. The previous report,

titled Finai Report, A Parametric Study of Advanced
The report is presented in three volumes. Volume I, Forward Area Air Defense Weapon System (AFAADS)

Analysis, by Herbert K. Weiss, reports the analysis effort (two volumes),dated 2 October 1970,Revised Edition 1971,
and the simuiation results. Volume 11, Simulation Model, is referred to throughout this report as the "AFAADS-1I by Martin P. Ginsberg, describes the Litton Air Defense Report."
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-. SECTION I
INTRODUCTION

I During the period of performance., of the work these, and other types of homing missiles, exhibit
reported in this contractual effort, antiaircraft guns delivery accuracies so high, that even considering the
and auomatic weapons continued to demonstrate their increased cost of the m-initions over iron bombs, they
effectiveness against modern aircraft and helicopters in constitute a least cost solution For tactical aircraft
Vietnam. The continued capability of predicted fire attacks on small hard targets, even though the targets
weapons is difficult to maintain in proper perspective may be undefended.
against the 'wizard war' of missiles and for this reason Even this new capability of tactical air does not
a brief summary, from unclassified sources, of air cause Kredicted fire weapons to become obsolescent. It
losses to guns in Vietnam is provided in Appendix I. does, owever, introduce a new configuration of the

On the side of the attacker, a new capability tactical situation which must be evaluated. The analyti-
Sachieved operational maturity. This capability is pro- cal methodologies, parametric base, and simulation

d vided by air to surface guided missiles wh~ich home on described in the present report can be applied to the
laser designated targets. If press releases are even new tactical situations, as well as those evaluated in
partially accurate, it appears at the present time that detail in the report.
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I SECTION 2
SUMMARY

fThe purpose of the reported supplemental effort, is 2.1.3 Target Tracking
to extend and further detail the analyses and simula-tion modeling performed under the original contract. a. The variance and power spectral densities of

o mtracking sensors must be determined in advanceMajor emphasis has been placed on providing an of final choice of data filter and prediction algo-augmented data base and battery of methodologies for rithms, in order to obtain a preferred match.overall system evaluation. This has included more Since these quantifiers depend on the engage-
detailed attention to the initial processes of target ment geometry, theory must be validated by
acquisition, to the system implications of multiple experiment. The current data base appears to be
attackers versus multiple defense units and to the good for radar sensors, marginal for human
consideration of weapons of all calibers, in addition to tracking with advanced aids (regeneration) and
the 37-mm weapon on which the original effort was still in process of development for infra-red andS centered. laser sensors.

The Litton simulation has been expaixded to allow b. A current, continuously updated, library of attack
the evaluation of many additional tactical parameters aircraft paths is a necessity for best choice of
and modes of defense system operation. filter and prediction algorithms. This effort could

The conclusions of the AFAADS-l report are un- not be initiated in the present period because the
changed by the present effort. The following brief basic data was not available.
summary of additional, or augmented conclusions de- c. Although essential, a simple library of paths
rives from the currently reported effort, would be incomplete without a statistical analysis
2.1 CONCLUSIONS and summary of the probability density func-I Ctions of predictable path segments.

A summary of the principal conclusions is presented 2.1.4 Data Filtering and Prediction Algorithms
in the following paragraphs. a. To realize the maximum capability of predicted
2.1.1 General fire systems of efficient exterior ballistic design.

the data smoothing time should be an increasing
a. The principal determinants of potential effec- function of range.

tiveness, of predicted fire systems, are the predic-
tion and data smoothing algorithms. b. There is a strong indication that tangential pre-

diction (i.e., an intermediate position between
b. The principal determinants of operational effec- linear and full quadratic prediction) provides a

tiveness, are tracking accuracy, and the ability to 'robust solution' against moderate, intentionaleliminate system errors of boresighting and cali- target 'jinking' without suffering unacceptablebration. degradation against unaccelerated targets.

2.1.2 Target Acquliition c. Prediction systems, incorporating corrections
a. Visual detection and identification of high speed based on observation of projectile miss distance,

appear to have an interesting potential. The sta-
aircraft targets are inadequate for all defensive bility of the correction algorithms can apparently
weapons, with the possible exception of light be enhanced, and the solution improved by the
mac ine guns. use of a computer senerated 'synthetic trajec-

b. Even in clear weather, cloud cover represents a tory'. against which to reference the observed
frequent difficulty for the attacking aircraft. miss distances.
With radar sensors the defense unit gains a d. The time span over which a system can continue
tactical advantage in opening the engagement to deliver effective fire on reoen.'ratcd data, after
additional to that associated with the more rapid loss of a sensor, is a sensitive function cf data
acquisition possible with radar. smoothing time. For this reason and reabons of

c. Experimental data indicates that aural detection accuracy with continuous inputs, the smoothing
time should be as large as possible, consistentof low flying targets, especially helicopters, can with target path irregurlarities. This places a ma-often be accomplished at greater ranges than jor emphasis on a realistic assessment of proba-visual detection. For light weapons with elemen- ble target paths.tary fire control systems, it is pouible that auralu sensings, may be used to aid initial acquisition. e. A current, continuously updated, library of air-
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craft paths on attack paths is a necessity for tainty of the estimates of threat vulnerability.
sound development of filter and prediction algo- Prudence suggests biasing the solution to larger
rithms. than the computationally determined 'optimum

2.1.5 Weapon Characterlstios caliber'. I
a. Increasing weapon muzzle velocity has a high 2.1.6 Cost Considerations

payoff in all situations. Shortening time of flight a. The escalation for procurement costs for Army
to a given range reduces the amplification of ordnance items has been remarkably moderate
tracking noise, and has an even greater effect in over past years, when compared with the cost
reducing the aim errors associated with target escalation of Air Force aircraft, for example.
maneuvers. b. Predicted fire air defense systems have a place in

b. Major emphasis should be placed on designing the air defense complex and can be justified on a I
the projectile envelope for low drag, to retain the cost, and effectiveness basis. The current defi-
advantage of high muzzle velocity. ciencies of U.S. systems have more to do with

effectiveness than with cost and can probably be
c. Increased high explosive content of the projectile, eliminated in a new swtem. without cost penalty,

in a given caliber, improves the effectiveness of by provision of a I: :-rly designed fire control
contact fuzed projectiles, and increases the prob- data processing comp, !nt.
ability of obtaining an immediately observable c
kill. Rapid kill recognition conserves ammuni- c. Developmert cost economies might be achieved
tion, and frees the weapon to engage a new in the long run by identifying components with
target. However, HE capacity is limited by the multiple system applications and insuring that
stresses of firing and interacts with the desire for development programs contain the proper struc- I
high muzzle velocity. ture, to allow the end products to be applied to

multiple uses, this must be done with care. How-
d. Even with, contact fuzed, HE projectiles, it is ever, the U.S. Army and foreign governments

believed that most of the target damage is in- have been successful in developing basic vehicles I
flicted by the transfer of the HE energy to the with a variety of applications. In the fire control
shell fragments, and then to the target. This field a similar policy might be extended for the
energy transfer suggests that design for maxi- following items:
mum fragmentation effect should be a considera- I
tion, even for PD HE ammunition, for use (I) Sensors: Radar, infrared, and laser.
against aircraft. (2) Stabilized sights.

c. The above considerations suggest that ammuni- (3) Digital computers for fire control.
tion development for predicted fire weapons is, at
least, as important as gun development and may Since one application will usually dominate a devel-
have received relatively inadequate funding in opment program, depending upon priorities of the
the past. moment, a burden is imposed on other potential users

to continually fight for significant consideration of
f. Reload times for many current antiaircraft guns their application in the program. The pay-off for this

appear to be excessively long, in proportion to effort however, if successful, is greater overall effec-
the rate of fire. The system effectiveness, under tiveness of Army weapons within tight development
heavy sustained attack, tends to be limited by budgets.
reload time rather than by rate of fire. The The smaller the number of diverse applications con-
reload time includes the time to replenish the, sidered, the greater the likelihood of success in a Ion-mount, ammunition load, and to change gun program of this type. All Army guns have a predicted
barrels. fire problem with varying degrees of difficulty. The

g. The predicted fire system will normally operate ability of weapons to fire on the move is desired for a
as a part of an integrated defense, under a cover widening spectrum of armament; therefore, a dievclop-
provided by surface to air missiles. If the cover is ment program integrating the requirements of sensors,
relatively low, the 'optimum caliber' of the de. sights, and computers for ground based weapons may
tense weapon tends to lie at that caliber which is be more feasible than one including helicopter arma-
the best compromise between terminal effective- ment as well.
ness, and rounds per second which can be fired
with a defense installation of a given cost. The 2.1.7 3eitlopment Considerations
recult is then quite sensitive to the rise of termi- A development program for a new predicted fire
nal effectivenss with caliber in the 15-25 mm weapon system should preferably follow the following
region, and is uncertain to the degree of uncer. guide lines:

2-2

"r i1'



'I

I a. Develop a preferred system concept including a 2.2.2 Date Processing and Prediction
preliminary design, without regard for compo- Given valid tracking data, the effectiveness of the
nent availability, defense system is critically dependent on the charac-

b. Modify the original design to employ as many teristics of the data processing for tracking noise
off-the-shelf components as possible. In each reduction, and the prediction olgorithms. These topics
case, log the influence on system effectiveness are developed in Sections 5 and 6. Fixed memory
and determine that no unacceptable degradation filters designed as a compromise between settling time
is incurred, and variance reduction are analysed, and rccursive

filters are discussed. The ability of recursive filters to

c. Identify those required components which in- vary the amount of smoothing with engagement pa-
ll volve new development, because of high payoff rameters such as time ol" fligh; or range is emphasized.

in terms of cost, and allocate the major portion Later analyses, including simulation runs, indicate the
of the available development budget to those neccssity of varying smoothing time with range to
components. maximize the overall effectiveness of all predicted fire

weapons, with the gain over that achievable with a
This method approach is preferable to the alternate fixed memory filter increasing with caliber.

'quick fix' method, of assembling data on available A number of prediction algorithms are analysed.
components and determining the best system than can The advantage of prediction modes using a 'syntheticbe fabricated, by selecting from this limited set of data trajectory' in combination with a sensor capable ofand components. observing projectile miss distance is pointed up. Sev-

F 2.2 OVERVIEW OF THE REPORT eral of these modes are recommended for future evalu-
ation analytically and by means of the simulation. A

2.2.1 Detection, Acquisition and Tracking basic model for evaluating 'barrage fire' is developed.
to indicate the very large comparative advantage of

To engage an aircraft target, the defending pre- aimed fire.
dicted fire system must have an unobstructed geometric 2.2.3 Parameric Description of Threat and
line of sight to the target, the sensor must be able to Defense Systenms
acquire the target regardless of light level or weather,
and the tracking system must provide accurate target The threat and defense weapon systems characteris-
data from which gun orders can be generated. These tics are developed in Sections 7 and 8 with the object
topics are developed and quantified in Sections 3 of providing parametric relationships that will be of
and 4. assistance in developing trade-offs in system

evaluation.
Methods are provided for determining the probabil- The threat assessment of the prior report is updated

ity density function describing the probability that a from unclassified sources. Some effectiveness charac-
clear geometric line of sight exists, as a fujiction of frostuclassifiedtsources.rSomegeouectiveness ara
terrain type, target altitude, and defense site altitude. teristics of the threat versus ground targets are
Conditional probabilities of detection, given exposure
are then developed in parametric form for visual A simple functional form is developed for aircraft
observation as a function of meteorological visibility, vulnerability to impacting high explosive ammunition,Weather as it affects both visual and infrared sensings as a function of caliber and HE content. This develop-
is reviewed, from the viewpoint of the attacker and the ment is based on declassified antiaircraft gun action

defense. reports and aircraft damage and loss reports of mature
vintage but the functional form has been programmed

An improved radar tracking model is presented, into the simulation with a sifficient number of defin-
based upon limited experimental data on the charac- ing coefficients so that it can be adjusted by choice of
teristics of radar 'glint'. Desirable characteristics of parameter to fit modern classified vulnerability data.
tracking devices controlled by a human operator are
reviewed, reinforcing the conclusions of the prior An improved terminal effectiveness module which
report on this contractual effort. has been programmed inoto the simulation is described

in detail. The module incorporates ellipsoidal target 4
Improved simulation modules are developed for wing and fuselage representations, orients them prop-

evaluating regenerative tracking, for radar glint noise, erly on the flight path, and automatically programs
and a method of incorporating target 'flight roughness' bank angle for zero-sideslip turns. The module in-
in the simulation is described. cludes the correct direction of approach of projectile

relative to the target, and the effect of trajectory curva-
The possible utility of acoustic detection for simple ture. It allows the specification of round to round

defense fire units is discussed, immunition dispersion, separately designated in lateral
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and vertical angle, and in muzzle velocity. In addition, so that a hit produces an immediately observable kill. I
constant azimuth, elevation, and muzzle velocity biases This allows fire to be immediately terminated with
can be specified. ammunition savings, and postponement of the reload

Finally, the interrelationships among rate of fire, event.

caliber, muzzle velocity, projectile weight, and all-up Some analysis is provided for the possibility of using
fire unit weight are summarized for zero-order trade- automatic firing cues or control. It is determined that
off estirnates of defense system options, to be used as a the effect of tracking error on aim error can be re-
preliminary to detailed system design studies. duced, at the probable expense of number of rounds I
"2.2.4 Interacton of Attack and Defense Options fired, if the operator fires only when the tracking

reticle is on target. On the other hand, if the operator
The objective of a predicted fire defense system is to is only required to track without deciding when to fire,

raise the cost of destroying its defended vital area to a his tracking may be more accurate. Automatic fire
level that is unacceptable to an enemy. At the lowest algorithms are described, but experimental data on
level of defense, this means denying the enemy the operator performance as a function of the number ofoption of using his simplest, most reliable, lowest cost tasks he must perform and the decisions he is responsi- , •attack weapons and modes. Section 9 develops methods ble for, are critical to the final selection.

for analyzing some of these interactions.

It is shown that the interaction between defensive Optimum dispersion is reviewed, both analytically, I
fire doctrine and attacker's release ranges in dive and in the light of simulation results. It is concluded
bombing can be expressed in game theoretic terms. A that some round tn round dispersion is better than
number of cases are worked to display the methods, none, but the optimum value never exceeds about 5
and the results are then extended to demonstrate how mils except in those cases where bias errors are so large
the defense parametric trade-offs may be introduced to that burst kill probability, is very low, even with
the analysis. As is the case in most evaluations of the optimum dispersion. In general it is more profitable to
present study effort, the accuracy of the defense system attempt to reduce prediction error dirctly than tol
turns out to be the most sensitive parameter. Compar- shot pattern.
ing a full caliber ammunition type with a sub-caliber
type fired at very high muzzle velocity, the gain in hit 2.2.6 Simulation Roesukr
probability from the increased muzzle velocity slightly
outweighs the loss in terminal effect from the smaller The capability and flexibility of the simulation has
projectile weight, for the conditions considered. been greatly improved over that used in AFAADS-l.

The concept of 'effective stand-off range' is intro- The price paid is additional complexity, the difficulty
duced as a measure of defense effectiveness, all tactical in locating programming errors, and a higher proba-
options considered. This is a range such that if the bility of making errors in introducing parameters for
attacker released his munitions in dive bombing with new runs. A check-out package of programs is there- -

iron bombs, he would have the same probability of fore recommended to counter these possibilities, but it
destroying the defended vital area that he would have was not implemented during the present effort.
using 'game optimal' tactics against the active defense, The many parametric variations which can be ex-
where the game optimal tactics depend on the relative plored with the simulation are listed in the Simulation I
value of the aircraft and the target it is attacking. report and examples are given in Section 10 of this

For the simple cases used as examples. the effective report.
standoff range and the optimum caliber of the defense
fire units increase with the aggregate weight of the It seems clear that all of the systems simulated suffer
defending fire units, and inversely with the aim error at long range from the use of finite memory data
of defensive fire. smoothing filters with constant smoothing time. To

maintain effectiveness at longer ranges, without suffer-
A model is developed for multiple attackers versus ing settling time penalties when targets are acquired at

multiple defense units (M versus N). The vital ele- short ranges, filters should be employed with smooth-
ments of the assessment are the judgemental estimates ing time increasing with range Such filters are de-
of the pattern and duration of the attack, and their scribed analytically, but time did not alloy. their d
interaction with the reload time of the defense weap- simulation.
ons. In heavy, sustained attacks, almost all of the
current designs of high rate of fire defense weapons The smoothing time also determines the length of
suffer severe degradation from the fact that it takes time after loss of a sensor input that the system can 3
much longer to reload the mount than it does to fire a firt: effectively on regenerated data, and the rate of
complete load of ammunition. This problem is some- degradation with the 1.8 second filters used in these
what mitigated if the weapon caliber is large enough simulation runs is demonstrated.
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Increasing muzzle velocity yields a substantial im- that unlike airborne equipment, the cost escalation of
provinent in effectiveness in all cases in which this Army ordnance has been moderate, and in the case of
parameter was studied. As expected, the gain is most some equipment types has been less than that attribut-
when the target is 'jinkir,'. able to the shrinking ability of the dollar to purchase

Some rather remarkable possibilities have been dis- manufacturing effor t.
covered for the concise representation and summariza- The rapid rise in the cost directly associated with the
tion of large numbers of simulation runs in terms of average man in service (i.e., pay and allowances rather
combinations of parameters. In addition to providing a than equipment) is noted, and it suggested that this
simple means for presenting a great deal of simulation places increased emphasis on reduction of maintenance
data in concise form, these results lead to parallel and logistic manpower support in the design of new

t simple analytic models which can replace the need for systems.
simulation in the simpler tactical situations. The data summary of Section 12 cannot he consid-

SThe unique advantage of the simulation is its ability ered definitive, in view of its unofficial sources. How-to verify proposed sysoem algorithms and to obtain ever, it may be helpful to a systems analyst in laying

effectiveness results against arbitrary and irregular out the cost tasks which he desires to have performedby one of the many competent and professional cost
target paths which would be difficult to handle analyti- analysis groups within the Army.
cally in a reasonable length of time. The unique disad-

vantage of this, or any other good simulation, is its 2.2.8 Additional Data, Test and Evaluation
ability to dissimulate. The proposed check-out program Requirements
package is intended to constrain the Litton simula- It is pointed out in Section 13 that in the absence of
tion's propensity for creative fabrication. Considering a suffint qua

the much greater complexity of other simulations used a sufficient quantity of data on actual target paths on
by the military services o weapons evaluation aircraft performing real or simulated attack missions,selection, the r istaruser for cnerpons e athion b and additional analytical and simulation effort is of mar-

the case of all simulations. ginal value. The problem centers on the predictability
h sof the aircraft flight path. It is easily shown that a

2.2.6 Supporting Anasly freely maneuvering aircraft is extremely difficult to hit
with a predicted fire weapon. On the other hand it is

Some of the simpler analytic models to support the known that an aircraft on an attack pass has limited
simulation work are described in Section II. Also freedom to maneuver. It is believed that even with
discussed is the problem of representing specified noise 'free maneuver' bomb sights the permissible maneu-
sequences digitally, when the system represented is a vers rall within the ability of predicted fire systems to
continuous system. A brief introduction to a general engage, but this can be determined only by the use of
formulation of the predicted fire problem along lines actual data.
whichan a might alrlo asoludeterministic provided,mputatin rathert The problem of acquiring data both for assessingt h a no tatyon t eyCa rl o s o l u ti o nuisdpr o v i d e d ,abu ttth isteff o rt

Shas not been carried to the point of obtaining results prototype systems and to build a data base to establish
suitable for computation, requirements for new systems, and means for perform-

ing real time data processing are addressed in
2.2.7 Cost Consideration Section 14.

In view of the fact that there does not seem to be a 2.2.9 Recommend*d Programis
U convenient unclassified reference handbook of the costs The final section of the report observes that a major

of Armiy equipment, Section 12 assembles cost data deficiency in the Army's low altitude defense effort is
from .A wide range of unclassified sources. The limited the absence of a prototype predicted fire system devel.
inforriation of predicted fire systems is supplemented opment program. A number of recommended analyti-
by data on other items of Army material which are cal and simulation tasks in support of, or in parallel to,
related, to various degrees. including the common use but not as a substitute for such an effort, are described.
of some components such as vehicles. On the whole, In addition two component programs are suggcsted for
this panoramic view of Army ordnance costs indicates brassboard implementation.
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I SECTION 3
DETECTION AND ACQUISITION

3, In order to detect a target. an unobstructed line of ploited exotics still however) likewise require a line of
sight must exist from the sensor to the target, in the sight for initial detection and acquisition. Given the
case of almost all sensors. Exceptions include acoustic unobstructed line to the target the sensor may still not( detection, which may be important in the case of acquire because of darkness, weather, ECM..., the line
relative slow aircraft, such as helicopters and light of 'sight' is nevertheless necessary, if not sufficient.
spotting aircraft, or when the sensors can be placed Two of the basic problems to be solved are shown in
remotely. Figures 3-2 and 3.3. In Figure 3.2, the target ap-

I Given a line of sight. the ability of the sensor to proaches at constant a!titude. Once a clear line of sight
detect the target depends on the transmission of the exists, it continues to exist, until the target passes over
intervening atmosphere, hence illumination and the observer. As the target recedes, once it is obscuredj weather affect sensor performance. it is gone for good (or until its next pass).

P Identification of the target as friend or foe depends The aircraft of Figure 3-3 on the other hand, is
on the mode of IFF used. In the case of non-coopera- terrain following (or 'contour chasing'). Its path is a

Si tive identification the resolution required of the sensor smoothed (low pass filter) version of the terrain con-
is, in general, much higher than for simple detection. tour. The aircraft as viewed from the observing station

These considerations are developed in the following may be exposed and then obscured several times dur-
paragraphs. ing a pass.
3. EFFECT OFTER RAI -CHARACTERISTICS, ,In general. 'elegant' solutions can be expected to beAN THEET• •UAN TIFR ATIONC difficult to come by. since the first case described above
ANDU THEIRl QUANTIFICATION

can be interpreted as motion of a particle described as
Terrain affects and interacts with the performance of a stochastic process with a moving, absorbing bound-

ground based air defense systems in many ways. Some ary. and only simple cases have been solved in the
of these are displayed in Figure 3-1, and all, as well as literature. The second case appears to be somewhat

E others not yet defined, must be considered to varying more complex. In later sections, known, simple solu-
degrees in the evaluation of air defense system tions for certain parameter sets will be summarized.
potential. Since, in general, an aircraft may approach a sensor

For any particular tactical situation, terrain can be from any direction, the cases described above general-
quantified to a !evel of detail limited only by time. ize to the problem of area 'coverage' about a sensor
However an analysis based on a particular sample of location, and the way in which the probability of
terrain is not necessarily definitive of system perform- having a clear line of sight to a target vaties with- ance when associated with a different terrain sample. azimuth angle as well as with range.

SSince it is difficult to say precisely what one means by An additional consideration associated with the line
'difhierent', the problem of how to include terrain ef- of sight problem is that of multiple path returns in
fects and their variability across situations is an impor- radar tracking when the tracking beam is low andI tant element in the evaluation of defense systems... . g. .. ..t n eeilluminates terrain which is not quite high enough toI Although the detailed simulation of a specific terrain interrupt the geometric line to the target, or is behind,
sample tends to lend plausibility to the analysis, the but relatively close to the target. The latter problem

"- uncertainty as to how far the results can be extrapo- can be mitigated by range gate width and doppler
Sl ated to other situations tends to reduce the value of radar, but the multiple path problem can be an impor-

such detailed analysis of only a few situations. tant source of tracking error. The methods of analysis
tcon mtuialgna i to follow can be applied to the problem of determiningSiimnce one must uimately generalze m mak thino

"overall conclusions regarding system effectiveness, i k e multiple path error, but it will not be dealt with
probably at least as effective to try to represent terrain explicitly in this section.
statistically with a few parameters, and then to deter- Two of the simplifying concepts which have been
mine the range of variation of those parameters world- used in analytical studies are those of 'mask angle' andI wide. visibility angle'. These are discussed below.
3.1.1 The Line of Sight Problem 3.1.2 Mask Angles

3 In order to track a target for antiaircraft fire direc- The simplest concept of a mask angle is that it
. tion there must be a clear line of sight from the defines a conical surface about a sensor, apex of the

tracking station to the aircraft. With the exception of cone down, and axis vertical. A target is assumed to be
sound. all other sensors (there may be a few unex- visible to the sensor (i.e., unobstructed line of sight)
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( only within the cone. If n - mask angle and H, - each time the height of the sensor above the ground is
aircraft height. then the aircraft is visible at a ground changed, Implicit in the computation is the method for
range from the sensor locating sensor sites in the sample. They might, for

R = Htltan m. (3.1, examle be located at random, or chosen as the best
within each equal subdivision of the area studied, etc.

A somewhat more sophisticated use can be made o! Nevertheless mask angle has the advantage of ex-
mask angle when its distribution function is given, as a treme simplicity and is certainly adequate for prelimi-
function of horizontal range. Stein has published a nary computations.
number of these distributions and referenced sources
for others. Stein shows the 'probability' that mask 3.1.3 Visibility Anglo
angle is less than m for range R, as a function of m,
for specified values of R. and typical cuives from his Caywood, Schiller & Co. found the simple maskreport were reproduced in the AFAADS-! report, (Vol. angle concept inadequate in some studies of air de-
ro P 4.40). l ense systems. In their analyses,' they used computer
1, p-4stored terrain data as a basis for comparison, and

Designating found in general that use of a constant mask angle

F(mlR)- probability that mask angle is less than m at underestimated target exposure distance for low alti-
range R p o mputy fhot r an isensor heiat H aboe tude targets, and thus led to an underestimate ofI ~ ~~~range R computed for a sensor height H above probblt ftre il
the ground.obability of target kill.
t u In their report (author not designated), an improved

S(Rm) =probability of having an unobstructed line mask concept was developed by a combination of

sigt at po asity of ravingeR an ang dlie of theoretical and empirical techniques. The technique
sight at least to range R at an angle m leads to a measure designated as 'visibility angle'. In

use it can be employed to define a surface of inverted
S(R/m) - F(m I R) (3.2) bell shape to replace the cone of the simplest 'mask

and ?(RH) the probability of having an unobstructed angle' concept. The shapes of the mask cone and thevisbiit surfae are promaairid in Figung 3-4
line of sight to an airplane flying at an altitude differ- visibility surface are compared in Figure 3-4.
ence H, above the sensor altitude Visibility -ngle is an explicit function of target

P(Rli) -F(ma I R); tan ma = HtJR (3.3) altitude above the ground level directly under it
(AGL), sensor height above mean terrain level, stan-

An estimate of the distribution function of line of dard deviation of terrain variation about the mean
sight ranges to a target at given altitude can thus be level, and the terrain correlation coefficient.
ote These are exactly the parameters one would use in

Note that the use of a constant mask angle cut-off m, attempting to obtain a solution of the prcblem from a
for a site is equivalent to writing model defining variations of ground level as a stochas-

tic process. As noted later, elegant solutions of the
S(R Irm) = 1.0, m > ms; for all R stochastic formulation are hard to come hy. and so the

Ca)wood-Schiller solution is something of a inur de

S(RIm) - 0 ;m(<ms;for all R (3.4) force.'U The method of deriving visibility angle is based on
first determining the area about a sensor sight in which

In obtaining F(mlR) the computation must be done a target is visible (such areas are usually very irregular
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and resemble the Torrance. California city boundaries) jo <20 smooth terrain j
then expressing the area as a circle of equal area. This
accounts for the form of the expression, which follows 20 40o <35 rolling terrain
giving the effective radius (R,) of the equivalent circle.0o ;35 tough terrain.,w

In the CS&Co report, visibility angle is defined as 20871-60tan a r HtlReff I
287 aef .3m) 1/2 *he reader is referred to the report for further

,000 1. (m tesdetails on how to obtain the statistical descriptive
085f 1 parameters from maps, Equation (3.5) can be written
L (~)~ Jas

where (3.5) Reff a Ro •0"21(n + 1.3 m) (3.6.1)
where R& is a constant for each terrain selection. R, isa
given in Table Ill-1. It depends only on Po

m a - . n H Note also that there is a maximum value of visibility
O a angle associated with each terrain selection. This is

H, - target altitude above ;round level vertically obtained by differentiating Equation (3.6) with respect
below it (terrain following flight) (meters) to H,, and it is found that the maximum angle occurs

when target height H, - a /0.2 1, i.e., about So.

H, - height of site above mean terrain altitude In addition to the expressions above for P.., Cay-
(meters) wood-Schiller? (R. Rose) have given an expression for

the probability of having a line of sight to RP(R), as j 4
- mean terrain altitude (meters) P(R) - min[l,(R.)Ckj U

a standard deviation of terrain altitude (meters) where
C -0.25(re+r,) - 0.75•[;

- terrain correlation coefficient (km')

The report describes a simple manual method of k I -exp 10(n+4m)J (3.6.2) 3
obtaining the statistical parameters quickly from sam-
pie maps. with empirical conversion curves. Since the 3.1.4 Stoohaotlo Models of Twiralr
interest in the present report is to indicate represents- It is a natural impulse to attempt to take advantaged
tive terrain sighting parameters for evaluations, the set of modem developments in modelling and analysis of 5
of parameters obtained by CS&Co is extracted (Table stochastic procesaes to construct mathematical models
I1I- 1). and Figures 3-5, 3-6 and 3-7 are replots of data of terrain from which one can develop solutions to the
from the referenced report for specific sites, many interesting siting and sighting problems de-

scribed earlier. As will be shown, this is a promising I
CS&Co suggest the following classification system line of approach. The analysis becomes quite intricate,for terrain. and solutions in closed form are difficult to achieve.
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Table 111-1. Terrain Parameters

Tsrialn 00a U a 0 R.0(meters) dxifdt fi (xi X, v1.* .... j~ =n; 1,2,.n
(3-7)

Iogjn Koe 6 4 3 2 20 where the vaerandom function of time described by

Wonju, Kra 20 227 61.> 0.2 S

ipo-ri, Korea 25 198 Q~ 0.30 2300

Sanyang-ni, Korea 45 116 0.,39 1850

20871-500I The intrinsic interest of the topic, however, and the
activ'ity of the field promise new findings in the future. In attempting to develop solutions to the terrain
Like many of the problem areas associated with fire problems discussed earlier in this section, we willI control problems stochastic modelling of terrain can rarely have enough data to go beyond the examination
serve as the subject of numerous PhD theaes. of distributions of terrain height from a mean, and

terrain slope. In addition, theire is no advantage in first
The problem can be discussed in two steps, 1) the investigations to allowing non-linear relationships of

two dimensional problem, and 2) the more general limited form
problem of describing terrain stochastically in three d~d ~( 1 .. x)+V 39I dimensions. xdt-f(xI n+vi39%

In the first case, a difference between terrain varia- If all of the x. are continuous functions of t, we can
tions along a line transect and noise amplitude fluctu- write Kolmogorov's equation (also known as the Fok-
ations with time in a classical 'noise' problem is at ker-Planck equation) for the evolution of the probabil-

~1once apparent. In the case of an electrical signal vary- ity density function, w(x1. .. ,6i
ing with time, the signal is not affected by its future. In
the case of terrain variations, the height at a point a~w a )a 2
along a line is certainly affected by heights to either - 2 ,..L ) + (l/2)J: D 2
side of thc point. Fortunately, Whittle has shown that aat xi 'j 8x ax.
the two problems can be reduced to identical form, and

5 so results obtained in the analysis of signals varying (3.10)
3 stochastically with time can be applied to the line

tranectterain robem.For the cases we shall examine, the x, can, in fact, be
1 3.1.5 Terrain Variations Along a Una. Transect shown to be continuous functions of t. For these cases

The methodology to .be used derives from the classic as hr sn datg nwiig o xml

works of Markov. and Kolmogorov. and the modem dxi - f1 dt + vi dt (.1
applications by Stratonovich and others. Theory and whcisnesayntecseosmepcse.I conditions under which it applies are givenr in the cited whcisnesryntecaeosmepcse.
references.'"' 0" .1M In the problem of a line transect of terrain, the

* 3Relationships required for the present discubsion are x1-,x, ... represent the terrain height measured from its
* abstracted in the following paragraphs. mean, the terrain slope, rate of change or slope, etc..

* and t corresponds to horizontal distance from the
The field is long on theory and short on solutions. observation point. Then a line of si Oht to a specifie'd

Relevant solutions from the literature are given, as well range at specified elevation angle exists if the ecaliza-
as a few previous~y unpublished by Weiss. tion of the process originating From the sensor position

does not cross the line at any intervening point. One
mFor this class of problems it is, in principle, possible therefore wishes to solve the partial differential equa-

to obtain exact solutions, even thoug nonlinear func- tions for w, given the j4 at t- 0, with the line of sight
tions are involved. Following Pervozvanski? we as- defining an absorbing boundary b +' *t, where -
sume that the equations of the process can be written tan a; a - the elevation angle, b - sensor height
in the form above terrain mean.
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Figure 3-5. Effective Site Radius for Smooth Terrain

For 0 - 0 the problem is relatively, but not abso- The boundary conditions are
lutely simple.
Uhlenbeck-Ornitein Prwess w(xb, t) - Oxb- b +Ot

Consider the relatively simple process defined by x(-ao, t - 0

dx/dt a -. x + v

<y2> - D;<v> -0 (3.12)

The Kolmolorov forward equation is The initial condition is

aw B (wx 8WwO
"+ (D/2) a• (3.13) w(xo,0) 6(x-xo)8x2

3-6
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4,

IIn the absence of the absorbing boundary, the solution Solutions for j8 - 0
for8 (x, tfx0) it easy to obtain and is well known to

be When P is very small, the initial evolution of the
process is determined by D. This suggests first solving
for the case of fi - r corresponding to a Wiener-

(x KO p) 2  Levy process (for whit. the variance is v.nbounded).

w(X~t lx0) 1/ 1__2__ 1/2__ e 2v2 (I p2) Defining

Offr)l 00l .- 2 I l(tfi) - the probability that the process continues tot
4'(3.14) without reaching the absrbing boundary b

I where + t,

p 0 and solvin$ the partial differential equation with ~
F 0, the results are obtained that. setting a - b -T

2a2 (DIP) height of the sensor above grodv

f~t^(Xt/Xo iseasyto btan an iswellkno 3 t

L•z,,We 8i eysal teiiileouino h



SFor zero and positive a. the agreement is much

(e better than the accuracy to which the published map
SAtf ( A curves can be read. For negative a the agreement is

+ A Efc ((lz)-(AzI4) (3.15 poor. This is not surprising, since for the Wiener

process, there is no regression to the mean by the
where process.

A -M 2a0/D;z = (2Dt)i/ 21aJ
A- 2 Whether the observed agreement between the data

Erfc6y) a 21(iI /2 eX2 dx points and the two-parameter fit of the model is fortui-
y tous or will hold up over other terrain samples remains

to be investigated. Figure 3-9 provides substantially
encouragement for this method of approach.

l(1.0) d Ef(I/z); Erf(y) =I - Erfc(y)

Althoutgh the corresponding computations have not
been done, brief examination of the variation of the
mask angle distribution functions with sampling inter- ..3
val as given in Stein's report indicates some depend-

ancy. This suggests the interesting possibility of deter-

I(MO,) I - eg2a>/D; o •0 (This is the probability mining this effect theoretically from the stochastic

0 ;a 00 of being able to "see model.

fore.") 3.16) Solutionsforfi 0 0 1
and the mean time to first attainment of the boundary For small P, solutions of the partial differential
is determined to be equation have been obtained by Weiss in some unpub-

lished work, as a Taylor's series in P. To indicate the

a interesting functions which appear in attempting to
0 - ( );D O find a closed form solution of the general case, we note

that for0 - 0. one obtains for I(t,9)

;t,0 (3.17) l(t D) a (X2 " B2 )(4 E D.$j (-X)

Although relatively easy to obtain, these results have
apparently not been previously published.X (e ost .

Since solutions for , 0 will be more complex, we
digress to see how well the above expressions represent B - b/o (3.18)
real terrain statistics. For this purpose we use Stein's
curves of the probability distribution or mask angle! where the terms of the sum are evaluated for values of 1

Stein's curves, previously cited, were developed by si determined by the zeroes of
computer processing of about 1200 points read from a
map of a 144 x 72 mile area of Pennsylvania. From N
Stein's Figure 6, l(m,a) was read and has been replot- D$j (-B) - 0 (3.19)
ted as I - 1(0, a). For the small values of a involved.
a - 8. As shown in Figure 3-8, the exponential and
relationship of Equation (3.16) fits the map-generated D s the parabolic cylinder function.
points incredibly well. The inferred value of D/2a Ds(y)
from the fitted line is 0.044, i.e., tan 2.5*.

Tables of the zeroes and the partial denvatives with

Next solving Equation (3.15) for a - -2.5, 0 and respect to the index have been computed by Weiss, in
2.5 degrees. it is determined by trial and error that some unpublished papers." The above expression was
i(tO) fits the Corresponding map derived data fairly first obtained by Siegert in 1951 in connection with a
well, if 'a' is chosen to be II meters. Figure 3-9 shows different pioblem.'
the agreeen'nt between the I(tpa) curve computed from
Equation (3.16) with D/2& - 0.044 and a - I I The mean value T(O) for a horizontal boundary has
meters, and the points derived from the map data. been obtained by Weiss as"
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Ro(0 () g, D[x((a)] aLoge _Do-b/(o)I} This simnlified case has been given by
T (0 (1/0)as traonoics

I A comparison of some characteristics of the Gauss-
(3.20) ian and Laplace distribution functions (also known to

the French as Laplace distributions Types I and 11) is
and for .-iall b,xo given in Table 111-2.

1 (0) 1,'/2 2 _ _ + ;a b-x0  For a terrain model one step more sophisticated

1(0) 0 2 o 2 . than Equation (3.25) we may write

(:3.21) dxl/dt =x2

£ 3.1.6 Non-Gaussian Probability Density
Functions

An intriguing characteristic of Equation (3.7) is that dx2 /dt = fl (x 1) + f2 (x2 ) + v (3.26)

the formulation is not limited to linear relationships. It
is thus possible to describe processes for which the where
steady state probability density function is not
Gaussian. x, - deviation of terrain height about its mean

Peterson 3 has pointed out that in studies of terrain x2 - terrain slope

statistics it has been found that the distribution of If the stochastic process is assumed to be stationary.
slopes, for example, is not Gaussian. but exponential, then the probability density functions of height and
i.e.. slope are indeperndent of each other.

If fl (x 1 ) -kxI ; f2 (x 2 ) = -cx 2  (3.27)

the problem is linear, and the probability density

fI (2)!/2/e (3.22) functions are Gaussian. If either (or both) of the f is of
(2) 1/20 the form

X.
fj -L! ksgn(x 1) • sgn sign of

A number of studies do indicate that the probability (3.28)
density f'it',,tion of terrain elevation deviations about

3 •the mean is often Gaussian.""0

then the corresponding steady state probability density
A minor modification of Equation (3.12) allows the function is Laplacian.

,eneration of exponential probability density3 unctions. In this case the Kolmogorov partial differentialI ~equations are still linear in each quadrant of the (xj,For a simplified example, consider the following form
x2) plane, with continuity of x,,x 2 across the axes. dx2/

of Equation (3.12) dt, is discontinuous. Hence a solution can be obtained
* m dx/dt - - 6 sgn (x) + v ; sn a sign of in each quadrant, and coefficients matched at the axes

(3.23) by the continuity conditions.
The simple type of non-linearity described above is

then of particular interest because of the frequency with
which Laplacian probability density functions turn up
in analysis of physical problems. It his been observed

aw/at = 6 sgn (x) (ow/ax) + (D/2) (a2w/x 2j in measurements of the deviations in altitude of an
(3.24) aircraft attempting to fly a constant altitude path as

shown in Figure 3-10. In the terrain problem, Peterson

The steady state probability density function is found to has determined by computation on terrain sirmples.
"" be (on setting aw/t - 0 in Equation (3.24) and solving), that the probability density function of slopes is

Laplacian.
Weiss has obtained the Laplace-Markov expression

w(x,o0) (/DD) (3.25) corresponding to the Gauss-Markov expression given

!( --x
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in Equation (3.14) in an unpublished paper. It is Heine' has generalized Whittle's formulation to a

moderately but not excessively more complex. number of non-isotropic cases.

3.1.7 Stationary Prooeaas In a Plane

The line transect model discussed to this point has Since siting problems in air defense are really prob.
one obvious deviation from correspondence with the lems in the variation of a function over a plane. this

a physical process and that is that terrain points along general line of investigation has some practical inter-
the transect are certainly correlated with those on est, However, only one reference has been located
adjacent and parallel lines. as well as those on the line. which makes this application. It is clearly an impor-

The consequences have been pointed out by Whittle.
Peterson. and others. tant area for applied mathematical research.

One of the difficulties is that it is difficult and
perhaps impossible, to describe a stationary stochastic 3.1.8 Approximationa by the Concept of
process in a plane which will yield a simple exponen- Bandwidth
tial correlation along a transect.

Whittle suggests as the simplest second order scheme In considering a stationary stochastic process, theII
SI I (•x) 2 + (~I)/y)2 k2  z (x~y) . v (xiy) (3-29) concept of bandwidth is related to the minimum inter-S.... . . . . . Val of" time across which samples may be consic~ered to i

where w(xy) is the two-dimensional equivalent of a may.be... .i.. ed t
Wiener process. Then the autocorrelation between two be independent. Bandwidth is usually defined in terms

points spaced r apart in the plane is of power spectral density. but it is directly relsted to

p (.... k (k (.30) the zero crossing rate of the process. The re-lationship.

are developed below and summarized in Table 11*-3.
I This Bessel function is very close to the simple
I exponential in shape. and perhaps explains why one

can get useful approximations along a line transect The assumption of a stationary process allows the

with processes having a simple exponential correlation, level crossing rate to be exprecsed very simply as

f 1 3-11



Table 111-2. Comparison of Probability Density Functions

Single Variable: x-

Funhtion Type Gaussian Laplacian

Rangegol x ggo0

Mean A ,II

Standard deviation O O

I " I - 2) ; - /

Probability density (unction e- • • e 12':

Charactenstic function e is (s 0 2/2) e5 '/ 11 -(0 212/2)1

Mean modulus < ; x ' > (2/1r)"' O 0aA2)I'

Probability of exceeding x-)/o 3.3 x 90. 1.7 x 10 I

Difference of Two Independent Variables: y = x I2 I2

Individual Function Types Gaussian Lapiscias

M e a n : /4 y ; 1 ' A 2  /' I "/; 2

Standard deviation: ov (O02.o,2) (o1 0)

eis *t-t2Oy2/2) ip,• , -I2. -

Charaiersstic function y II + (0 -,-/)l I I + /2 , 1+/222

ly .M x)2  j
4 V.Y -2''- 2O

Probability density function -. 2 Y (2o y' i I -11 * -1

V 1 For

only

Win moduluq < I y I > I-1/ff Oy 3/40) o y

20171-700
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3 N(b) u p(b)<[ix> (3.31) x- nL (3.36)

wr At the j'th sample, the sight line has a height at step
S where midpoint

N (b) the average crossing rate of level x * b y(j) y(0)+j L i (3.37)

<lxi> the expected value of the absolute

rate cf change of deviation x

p (x) = the probability density function of x
I The term (l~l> is related to the standard deviation of If terrain height about its mean is described by the

Sdx/dt by the probability density function of dx/dt and probability density fuPction f(y), the probability that
since we consider the possibility that x may be a non- the sight line is not obstructed in the j'th interval is
Gaissian variable, we should allow the same possibil- y (0) 4 j L 0
ity for dx/dt.r0-

q(j) = J f(y)dy (3.38)
I if the autocorrelation of position deviations p(s) is -0

known, the variance of dx/dt, i.e., o-,' is related to the
vuriance of position, co' by and so the probability of a clear line of sight at least to x r is

t ] o2 Ox2  2 d((3.32)

The "effective bandwidth' of a stationary process is h
often defined as q (x,) fq(J) (3.39)

A bandwidth analog to the area problem can be5 = 2 f 2 0 (w2) dw (3.33) devised by assuming that the terrain is divided into a

S- number of hexi'gons of equal size, with dimensions
such that the terrain elevation across hexagons can bei assumed to be uncorrelated.

where 4 (w2) is the Fourier transform of the autocorre-

lation and vice versa. The time. T., between indepen-
dent samples is the inverse of the effective bandwidth. The problem then reduces to one of either comput.
As a result of the above relationships ing S(j) in the linear problem or finding good approxi-.-I mations to the product, with simpler operations to find

Weff W OvI/x (3.34) the probability of specified arcs of clear sight about the
sensor at specified range in the area problem.

Te =Ox/Ov (3.35) To obtain the mean sighting distance at an angle
tan'#., xset p(j) - l-q(j).

We now apply some of these ideas to the terrain 4
problem.

Then for the line transect case.
3 First consider those problems whi;h are associated

with the use of a line transect. The 'bandwidth' con-
cept, which is very useful in servomechanism analysis,
is that one can deflne a distance along the line. L. such 4
that two samples of elevation taken a distance L apart,
may be considered to be independent. Defining x as " 1+q(l)+q(l)q(2)* (3.40)
distance alon; the transect from the sensor and y as 1 ,(

altitude, consider the probability that an unobstructedSline of" sight exists to horizontal range & at an angle
tan 1.

and for the area problem, the mean clear area aboutThere are n samples to x, the site is
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A/Ahex a p(l)+6q(1)p(2)+12q(1)q(2)p(3)+ ... Because the crossing rate approach is computatio-
nally simple, however, it is worth investigating to use
as a guide for obtaining possible empirical functions to

- I -q(1) +6 [q(1)+q(1)q(2) + . ]fit real terrain data. ]l

(3.41) At this point we note simply the expression devel- I
For a level line of sight, 9 - 0 and oped by Cramer-Leadbetter for the expected number

of crossings of the line a + bt (the sighting p.'oblem)
of a stochastic process with normal probability density
function (the method is applicable to other pdfs as

._/L a lip well, and to other curves). The expected number of
crossings in the interval (0,T) is 3

p/Ahex = q (qlp) (3.42)

C 12 (o 2 /b) 0(b/0 2 ) + 2 0 (b/o 2 ) - 11

One method of approximating the sums indicated rI -bT\
above is the following, X [, -a ) . I
Let IQ() a (x/L) summed to the fth term only 0

2 .-... 1 f t2/2

Then l(j+1)-I(j)r InO)-IW-)lqo+1) (3.43) 6 v/2IF e-x 2 /2 ; (X) a2-J L et dt

Expand in a Taylor's series in j and retain only the (3.45)

first three terms -
where

211aj2 a is the standard deviation of position.
+2(a2q(j+l) 0 is the standard deviation of velocity and can

L _ q_0_+Ij be obtained from the autocorrelation function

by twice differentiating.

Depending on the form of q, this expression may be Note: The method does not apply to the case
integrable. or simple exponential correlation.

3.1.9 Level Crossing Methods The expression for C can al-o be rewritten in terms
The problem of determining the average crossing of bandwidth which allows a comparison for this
rate p lof aspecifiedlevelmyn..stoheav e proessing computation with the bandwidth approximation givenrate of a specified level by;.' stochastic Process is earlier.

simpler by an order of magn;'ude than the problem of

determining the probability of a first crossing at a Note the three dimensionless ratios which define C
specified distance given an initial position for the
process realization. 3

In addition, thanks to work by Cramer and Leadbet- (b/a 2); (alo); (bTla)

ter,""" only a slight increase in diffi:u;ty is incurred 20871.601
in determining the average number of crossings of an
arbitrari:y specified curve (with continuous first deriva-
tive) over a given interval. These can be related to similar dirmensionless ratios

When the expected nun'.ter of crossings is small, this in the other approximation schemes.

number is a good approximation to the probability of If we ask for the expected number of crossings of a 3
at least one crossing. When the expected number of positively inclined line of sight extending to infinity,
crossings is not small, we have the familiar problem of we observe that C is finite, and is the product of two
correlation of successive bullets in kill probability terms, one of which compares the slope of the sight
computations, namely that one cannot get the probabil. line with the rms velocity of the process, and the other
ity of at least one crossing on a specified sample of which compares the initial height of the sight line
precisely from the expected number of crossings. 3-14 with the position standard deviation of the process.
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I-, 3.2.1 Night Operltions

A rough indication of the Qost of providing a night
AIRCRAFT 27 attack capability for tactical aircraft is provided by an
SALS 3" , Aviation Week estimate of $285,000 initial cost for a

FLIGHT AITUOI UND101 , M FT package to be installed in the A-7D including FLIR, a

laser designated target tracker, a modified head up
display and the inter face with the IBM computer" The
provision of flexibility of attack mode (level, glide,
toss, loft and over the shoulder) and some freedom of
maneuver during an attack pass in the A.7 fire control

" Msystem is reflected in open source estimates of the
F, oCIEIoE ovs. Io , increase in A-7 flyaway costs through successive mod-

els, given in Table 1l114."

There are various options for providing a nighttime
capability for the defense, including radar. infra-red
and light amplification sensors. Historically, the first
response of the attacker to an effective day defense has
been to develop a capability for night operations. It
seems conservative to establish and maintain a require-
ment for night capability for defense against air at-
tack.

o001 -. 3.2.2 Effect of Weather on the Attacker0 2WO #W• SIX no

ASSOLJE OtVATO'•"I $ROM Tactical air has developed and is improving its
C c LI, I ,•),,•o• wcapability lor effective night operation. The limitations

Figure 3-10. Distribution Function of Altitude of unfavorable weather, however, are still severe in
Deviations in Low-Level Flight spite of modern technology. These limitations are

clearly indicated by the following reports on air opera-

3.2 WEATHER AND ILLUMINATION tions in Vietnam.

"Shielded from the Founterattacks of the U.S. fighter-
bombers by low-lying monsoon clouds, the Commu-Given a geometric line of sight to a target, the actual nists advanced with virtual immunity.'2

detection of the target depends on the sensor charac-
teristics and the characteristics of the intervening 'Last week, whenever the cloud cover lifted, the
atmosphere. flyers could sight the enemy on the grouad ... Last

week's bad weather compelled the flyers to take evenmore risks than usual. Fighter-bombers had to slice

Weather has such an important effect on military below the overcast to 'unload their ordnance' at heights
operations that its interaction with military systems of only 500 ft. or so. At that low altitude even a rifle
capabilities and requirements deserves far more effort bullet can bring down a jet if it strikes a vulnerable
than is usually devoted to it in systems evaluations. point.'
The following sections are far from definitive, but 'A lot of 23 mm and 37 mm antiaircraft artillery
attempt to outline the effect of weather on system have been moved south since the offensive began,' said
operation, and the kinds of information and its usage Pekkola, (a forward air controller flying a Cessna).
required for a comprehensive analysis. 'Usually they aim at any break in the clouds because

they know that's where we'll be."'

Both attacker and defender have the simplest prob- 'In the first days of the North Vietnamese drive.
lem in day, clear weather operations. In the absence of poor weather kept most allied strike aircraft grounded.
a defense, the attacking aircraft can use relatively and Saigon's forces reeled in retreat. But once the skies
inexpensive fire control, iron bombs, and close to a cleared, U.S. and South Vietnamese attack plan~s went
release range that insures a high probability of target to work catching enemy troops, supply trains and
destruction. Provision of an effective day, c€car weather armor out in the open in conventional formatiols.es
defense forces the attacker to more costly options, such 'As low clouds and drizzle kept U.S. Phantoms on
as standoff missiles, or night operations. Both attacker the ground, South Vietnam's own 700-plane Air Force
and defender suffer equipment performance degrada- took on an important role in the fighting; its ancientSI tion in inc!ement wether. but effective Skyraiders, flown with daring by South
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Table 111-3. Comparison of Autocorrelation Functions ]

Aulocorrelation of -b b b4c b 1 s aPosition -l . 1• icos bs •"(iib) un bli.11 •bc"ls -lt ji/(b-&)

Effective Bandwidth o2 + b
2  ab

Ratio of i
Velocity Vanance to a2÷ b2 db
Position Vman'e

A u toco nre:"tio n o f E' SI I co s bs - (a/b ) sin bI sil f( "b i I -. f A" k )/( @-b )

Velocity

Zero Crossing Rate I
Gauissant (. b2)lTib~i

Laplacian 2 ( )lab)

20871-701

Table 111-4. Comparison of A-7 Aircraft Costs

Model Aircraft Flyaway Cost Electonics Costs Electronics % of Tota Cost

A-7A 51,400,000 $210,000 15%

A-79 S 1.440,000 $260,000 18% 3
A-7E $2.500,000 $620,000 24% 2

20871l-501

Vietnamese pilots at treetop level, have accounted for a and visibility is about 7 miles or more, and that the
large portion of the more than 100 Communist tanks degradation is close to 100 percent with a ceiling
knocked out in the fighting so far.e below 3,000 ft. or visibility is less than 2 miles.""

'North Vietnamese troops ... tightened the grip on Figure 3-1l. reproduced from the report by
nearby Quang Tri and bombarded the provincial capi- Huschke" shows these bounds by season and time of
tal during a rainstorm that all buvprecluded air strikes day for Sinuiju, North Korea. The probability c-ntours 4
in support of the city's defenders. indicate that only in January throu h Apri! will there

be a better than 80% chance of no degradation in dive
Even in the case of lesser (and more frequen,) bombing by day. It will be noted that the probabilities

weather problems of ceiling and visibility, it has been tend to be higher by night.

reported that. 'Experience has fairly well established
that the weather-caused degradation of accuracy is A similar study by Greenfield" describes a diurnal
virtually zero if the cloud ceiling is above 12,000 ft. variation year round at Luang Prabang. Laos, where

3-16



00 (a)

02 ~ I ~25~

" ..~-" ---- -- ,- I,--.'---- . ,- I" ,-1Os It

SUNRISE

08 10 20

3 0 20

14 40 40 60

16 60soso SSUNSET

18 3

2n

[ JAN FES MAR APR MAY JUNE JULY AUG SEPT OCT NOV OEC

00

I I N\IS
02 a

04 so- 00
70 < 70

SUNRISE

08 60 on 50

iSO

40

'2

14 ; 0

tso . SUNSET

20 /

I I

00
JAN FEB MAR APR MAY JUNE JULY AUG SEPT OCT NOV DEC

k ."OU71 110

Figure 3 -11. Joint celing and visibility probabilities for Sinuiju, North Korea, calculated as a function of
month and hour (smooth dashed curves show times of sunrise and sunset). (a) Ceiling a 10,000 h and

visibility a 7 mi. (b) Ceiling z3,500 ft and visibility > 5 mi.
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the ground in the Mekong river valley region is ob- would include joint probability density functions of
scured by ground fog in the morning with 50.75% ceiling and meteorological visibility, and of duration
probability the year round, but the afternoons are and amount of precipitation.
relatively clear over 90% of the time. 3 S

With fairly complete low level cloud cover, but good
low level visibility, the attacker would be less likely to The rincipa current sensors for surveillance and
undertake dive bombing attacks as opposed to low Tha p a arenthen humanfo bserver andinitial target detection are the human observer and
level shallow dive or level attacks, if he depends on radar. The man can detect both visually and aurally.
visual or Ir sensors. On the other hand, if the attacker Under conditions of limited visibility the man will
has a bombing radar system and the defense has no hear fast targets before he can see them, and even in
radar, the attacker is at a considerable advantage in a day, clear weather, he may be able to hear nap of the
dive bombing attack through the cloud layer. earth flying helicopters long before he sights them.

In addition to sensor problems created for the at-
tacker by weather, high wind velocities and associated Radar surveillance sets may have the future disad- i
low level turbulence will limit his ability to fly nap of vantage of attracting radar-homing missiles. Increasing-
the earth. usage of distributed acoustic sensors on the battlefield
3.2.3 Efeoor of Weether on th Defense may provide an alternate, or supplemental low cost i

means of providing surveillance information for local
The relative effect of weather on attacker and de- air defense.

fender depends on the sensors with which each is
equipped. How much all-weather capability to provide Other possible sensors for surveillance which are not
for the defense depends on intelligence estimates of examined in this section are infra-red and various libht U
probable all weather capabilities of potential enemies. intensification devices in the visual range. Although
Specific effects on the defender's sensors are discussed these are used for tracking, no current system is known u
in later paragraphs. which employs them for surveillance and initial detec-

However, unfavorable weather can also degrade the tion.
defender's ability to move, to operate and maintain 3.3.1 Visual DeteatIon
equipment, and large deviations in meteorological con- 1an
ditions may degrade performance if the system is not Among the factors that determine whether a human
designed to compensate for meteorological changes. observer can detect a target visually are the target

3.2.4 Degradation of Sensor Performanoe by brightness, size, shape, color, range, background
Weather brightness and color and the angle of incidence of the

Table 111-5, from Huschke,D lists a number of de- sun's rays on the target and the observer's eye.s
scriptors or weather and sensors subject to degradation Intensive experimental studies carried an during

by each. With increasing usage of cptical and infra-red World War I indicate d that in visual search for
sensors by the defense, it is clear that supporting aircraft color and ihape had minor efects on probabil-
studies are required to determine, as a function of the ity of $Ming. comsared minor e aaetso ab-
probable theaters of operations, with what frequency could be neglectdpfor most practical purposes. I
they will be degraded or made inoperative. oss

Two descriptors associated with optical sighting For detection at low light levels, target and back-
range are the degree and height of cloud cover, and ground brightness must be considered separately, but 3
the horizontal (meteorological) visibility. One can of- for daylight sighting these combine ini a single param-
ten have low cloud cover, but good low angle visibilitl. eter describing the target contrast against its
Figure 3-12 shows these characteristics for a Finnish background.
airfield. Substantially lower horizontal visibility ranges I
are experienced, for example. in West Germany, as There is sufficient information on the complete
indicated in Figure 3-13. process of target detection by the human eye to de-

Some worldwide averages on cloud cover" shown in velop rather detailed models, however, considering theFigure 3.14 indicate that less than half the time can variety of tactical and environmental parametersongure 314 blu iae sy trait us thand als thato thme a which affect probability of sighting, some relativelyone oft blue sky straight up, and also that on the simple approximations are considered in this section.
averae the densest cloud layers center at about 5000 ft s
altitude, Early and classical experiments by Craik indicate

Minimum requirements for an evaluation of defense that the threshold contrast above which a target can be
system effectivenes for a specified operational theater detected can be represented as

3-16
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m /2 190

Ct2  1.7581/2 + 19 (3.46) C= Co e' RIVm ;where, 3.44-3.912
(3.49)

where C, is contrast in percent, the numerical coeffi- where
cients are given for foveal vision, # is the angle of the R - range to the target
target off the center of the fovea (central part of the
retina) in dtgrees, and a is the angle subtended by the V,. - meteorological range (loosely defined as the
target (represented as an equivalent circle) at the eye in maximum range at which large objects such

1 minutes. A similar expression with different coefficients as mountains can be seen against the sky. The
applies for other retinal regions. lack of precision in the definition accounts

for the range in the coefficient)I This expression gives the minimum contrast as afThe rang cntrs and/oreta
function of angle-off of a target; to obtain the absolut tended angle is to increase the angle off the foveal axis
minimum contrast (or an on-axis target, set . - 0.80. at which a target can be detected. This angle increases

[For a target with contrast C, detection is not certain very rapidly as target range decreases, once the targetFora trge wih cntrst , dtecionis ot ertin has come within the maximum range of detectbility. :
and C, is computed as the point at which probability of h
detection is 57%. For other ratios C/C the 'glimpse' The effect of rain can be expressed by using
probability of detection can be approximated as a
cumulative normal curve, so that the glimpse probabil- Vm N kr a3/Z (3.50)
ity g is where a is the mean radius of the droplets and z is the

rate of rainfall in cm/sec. However, this expression is
pessimistic for very large drops as in a heavy thunder-

g a f(C/Ct) (3.47) storm, which for the same rainfall rate may be less
opaque than a drizzle. Appropriate values for theI T"coefficient and range of applicability will be found in

The "intrinsic" contrast of a target against its back- Middleton.*

ground is defined as The maximum range of sighting at the 50% proba-
I bility level for the complete spectrum of target size,

contrast, meteorological range and background lumi-
Co (Bo- B)/Bs (3.48) nance, from clear high noon to overcast starlight by

night can be obtained when desired, from a set of
I nomographs in Middleton."

B. - intrinsic brightness of the target Cumulative Detection Probability
Bb - intrinsic brightneu of the background The function of the principal interest in system

evaluation is the cumulative probability of target de-

B. brightness of the sky section over a number of glimpses, each of which maybe directed at a different part of the sky as the observer

' There is sufficient information on target reflectance, searches for a target.
background reflectance and sky brightness of develop A common method of estimating cumulative detec-
expressions for C, explicitly in terms of sun angle, tion probability versus search time is to assume that
target and observer position. However, for present the search process can be described as a sequence of
purposes. we use the following values for daylight 'scans' during each of which the probability of detect-
viewing, ing a target is independent of the probability o' dztec-

tion in any other scan. The method can be extended to
* C. - 30% if the target background is sky processes in which successive glimpse probabilities are
I correlated, but the simplest formulation is appropriate

C, - 20% if the target background is terrain here.a

I The presence of haze in the atmosphere between the Define
observer and the target reduces the apparent contrast
as seen by an observer and is customarily approxi- p(r) - single scn prtI•u,'w 'of detecting a target at
mated as range r

3-19
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Table 111-5. A Sample of Sensors and Weather Parameters That Degrade Perfoirmanc.

Sensor

Factor Cusn Dep~dation LLLTV IR TV-Guidance Laser Eye Radar

1. Prec~pitatioflSS

2. Visibli~ty fog

3. Clouds 5

4. Humidity-

S. Temperature

6. Wind

7. Ice

8. Turbulenoc

9. Suangi 5 020871-502

P(R) - robability that the target has been detected A mars searching for a target 'scans' by intermittant I
gy rage Reye movements, or jumps. Vision is not effective during

eye motion, and detection can take plac only durng
each 'fixation' which may have a duration of from 0.2

Assuming that sucocessive scans are independent to 0.6 seconds. The search process is iAegular, as -
compared with the search ol a radar, for example.
There is experimental informstion on the probability 3

P(R)u I -~ I - p(rj)J densitics of fix duration and angular motion between3
J fixes, but for present purposes we assume that there is

some mean fixation rate which can be inferred from
[IL0 1 -P(rJ)I 3.1 sighting data.

Fora gventarget size and contrast, there is some
Appoxiateth su byinintgra. f te sanrat isU, threshold value or 0. which can be obtained from
Appoxiatethesumby n Iteal.If he canrat 15V, Ezustion (3.46), and which defines the solid angle

Log~~~~~~ b rI(dlrrwtin which a targ may be detected with 57% rrob-
u f og. I -p (r~l (t/dr drability in a single fxation. Tis solid angle mult plied

P () ~ r (35) by the fixation rate and divided by, lb solid angle
scanned is closely propoitlonal Ap the rate of tar~et
detection p. For area scan, the probability of detcing
a target at # nstant range would then be, as a function

p;mavaywith target asper.. on a pau"ng course, of time I
pr and wihthry parameters. Fo. the simplest au of a P'd - - s'Pt 33
dr/dt -V - target velocity. If p(r)«lI.O the sirsnli. Because of the ineftiiency of the humani scanning
fication Lo;,Sl-p) - -p can be used, and this is often rrocess this expression is good only for small t, for
accptable in computing cumulative detection probebil- lasp i'he increase with time is les rapid than indi-
ity even to very close range. cased by the expresson.
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Figure 3-12. Ceiling and Visibulity at Kr, 'ununkyle Airport (Autumn)

By a process equivalent to the well known 'lethal for lin scan, 9 W k 1o; 2.16<k1 4 2.56
area' computation, the probability density function forglimpse probability for an off axis target can be re- for area scan, 0. a k2 8o; 4.07 <k2 45,05

I placed by a step function, such that within a-. antic 0. 20871.602
a target will always be detected. and outsidi. 0. it will where the sma;ler k values are the asymptotes for very
not. fr 0. is the threshold ne from Equation (3.46) small tar et subtended angles, and the large values are

for specified contrast and target size. then for very large targets.

I
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Then for line scan Using Equation (3.57), the cumulative probability of

p k4 80 jOs ; 0s- angular sector scanned (3.54) detecting a directly incoming target by range R is

and for area scan P(R;- e"K3 /V f1 R'a e'K4R/VmdR

P = k5 0o2 / n ;l n solid angle scanned (3.55) e*(R ) (3.58)

Consider the expression Experimental Data

C - a0o 1 /2 + boo From sighting datae°"" taken under 4-onditions of
essentially unlimited visibility, the cumulative proba-

where C is target contrast as seen by the observer at bility of target detection is available for four values of

some specified range. For small target size the expres- search angle. These are also shown in AFAADS-1,
sion is dominated by be.. Hence, we can write (page 4-68). Figure 3-15 %hows -Log.(I-P) plotted

verrsus range on log-log paper. Approximate computa-
tions of the derivative with respect to R, which we

o0  (Cfb) identify with the function

dE/dR a K3 /V RWa e"K4R/Vm (3.59)
m (C a2/19) are shown in Figure 3-16.

R/V Finally, plotting RW dE/dR versus R on semi-log

"K/R2  K2 R/V (3.56) paper. we find that for the wide scan data this function
is proportional to et, and for the limited scan data the
exponential relations holds above about 3000 yards, as

The target detection rate then might be expected to shown in Figure 3-17.

Svary with range about as The peak in the limited scan curve requires further
a"K 4 R/V (3.57) study. It is possible that it results from the plan of the•3/Ra! experiment, in which a 360* coverage was always

where the exponent a depends on the amount to which achieved by assigning sectors to multiple observers.
the observer scans vertically as well as horizontally (in For example, there were four observers for 900 sector
searching for low altitude targets he may approximate assignments. It is possible that targets crossing a scan
line scan). boundary 'fell between the chairs' in academic terms,

and this would be most likely to happen at short
Even with unlimited meteorological visibility one ranges.

might expect a value in the e"A term accounting for the
threshold detection probability density function. In this experimental data meteorological visibility

was essentially unlimited. and so we identify the resid-
The expression Equation (3.57) was proposed by ual exponential with the variation of glimpse probabil-

Glanzmanni" with a - 2.0 and was developed from ity with apparent target size, for constant target con-
theoretical considerations not available at the time of trast. We then obtain the expressions
writing the present report. He determined the coeffl-
cients experimentally and found that he could make an 2900 'R 1 R/I100

* excellent fit to cumulative probability of detection data. 5C1n, f(R1 ) I 9.0 R ;eRI/l4U also obtained experimentally.

The foregoing expressions are intended to give some 180-3 0 scan, f(R) 35 R1 2 R1 1'4 (3.60)
plaitsibility to Equation (3.57), which will be compared

SI against experimental i Mhting data. With some addi-
tional expenditure of e ort a more rigorous develop- For llnited visibility, multiply f(R) by e3.4A
ment of an approximate form for r, including sighting

3 at low light levels is possible. Currently there appears
to be no intermediate set of expressions in the litera-
ture between the %implest expressions for sighting rate, Generalized Approximation for Cumulative Detection
and the rather complex computer simulation modules. Probability
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Using the form form of Equation (3.52). For the same reason the J
f(R) - KR- 2 eAR (3.61) adjustment for other target velocities is simple.

P(R; I .e"E(R) For a direct incoming course, where the target is first j
exposed at range R., define

E(R) " K f R 2 e"'RdR KRWI-' R P(R; R.) - the cumulative probability of detec- -
R (e tion by range R.I

1 From Equation (3.52)
+ )R Ei(-XR) (3.62) I .]E(R;Re) (365

where Ei(-AR) is the exponential integral function. P(R;Re)

where Rc RFor large XR, JR / •
Forlag2 eXR/ 2 E(R;Re) * (vIV) f p(r) dr f(r) dr

E(R) e fR(XR ) [I-2()R)-1  R fR
(3.66)+ 6(XR)°2 (3• 66)

Define: Q(R;R)=- I -P(RLe) (3.67)

For small XR, Now assume that we have data on cumulative detec-
tion probability on paths on which the target was

E.(R) a R"1{I + ()t) C.-I +log, XR) initially exposed at very long ranges, - essentially

.(XR) 2 /2 +... C - 0,577 infinite. It follows from the above expressions that
(3,3)Q(R; )

(3.63) Q(R;RI)- Q-R;- (3.68)

The function [e-X + X Ei(-X)] is plotted in Figure 3-18 as
g(OR). and so, from the sinfle Q(R; co) curve we car. obtain

Using the above relations, the original cumulative the cumulative detection probability subsequent to any

sighting data under desert conss ot unlimited initial exposure range.
visibility has been adjusted to lesser conditions of We should also expect that changes in target speed
meteorological visibilitr and is shown in Figure 3-19. will affect the cumulative detection probability as

The curves are based on the 45-90* scan data, ignor- Q2 (R;-o) - [Q,(R;)] (V! 1V2 ) (3.69)
ing the maximum of Figure 3-17. Hence, they slightly where the data was taken at V, and it is desired to
over-estimate the cumulative detection probability as
this probability approaches unity. However, they do convert it to a target speed V2 .

show a marked reduction in detection probability ver- The averaging over the probability density function
&us range under atmospheric conditions less ideal than of exposure range is also simple. although it may have
those of the desert experiments, to be done numerically. It is accomplished as follows.

Using hindsight, we note that the very simple ap- Combination with Line of Sight Data
proxreation to g(R) If f(Rg) dRA is the probability that a target is first

I(R) 0.5""(3.64) exposed at a range R,. we may obtain the probability

would be equally valid at long ranges, and would that it will be detected by the tame it reaches a range Rt
as

reduce the amount of overestimation at short ranges. aI
_r(R) - I - Q(R) I

Modification of Cumulative Detection Funcoion for *0 f(Re)dRe
Other Exposure Ranges and Target Speeds a I - Q(R, *OeRI f '

In the experimental data represented by Figure 3-15. (3.70)
the targets were initially exposed to an unobstructed

geometric line of sight at very long, essentially infinite 3.3.2 Rmhr D ettlon

range. We now indicate how this data can be adjusted A table of a few characteristics of current strveil-
to represent initial target exposure at shorter ranges, as lance radars for antiaircraft gun fire control is con-
may be obtained from the terrain models of Section tained In the Effectiveness Model volume of this re-
3.1. This is a simple computation as a result of the port. X, S. C and L band radars are all available. The

mmIm 3m.24 mmm mmmllm mmm mm
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Figure 3-15. Cumulative Glimpse Rate versus Range Figure 3-16. Glimpse Rate versus Range

elevation beam pattern is typically cosecante from 20. flying targets, first exposed at short ranges, will be
35 maximum, the scan rate is 45-60 rpm. the higher detected on the first scan, i.e., within one second.
value typifying the latest models and detection ranges
with 80% probability on a I ni" target are 15-20 km. The Mirador radar offer an automatic target alarm,
All of the radars listed in the table are of the coherent track while scan on multiple targetsn and automatic

pulse doppler type, with radial velocity bands of about threat assessment. The surveillance-tracking radar set
10: 1 above about 30-50 km/sec. on the Skyguard fire control system provides automatic

5 For present purposes the important characteristic is tracking radar put-on from surveillance radar detec-
the maximum detection rang, which, for an aircraft tion. An estimate for the Swedish Ecstra system indi
target #'eatly exceeds the effective range of the gun. cates 4 seconds from detection to development of1 Hence it seems reasonable to assume that, except in an smooth tracking radar data.

effective ECM environment, or very heavy rain, high
flyinp targets will be detected with ample time to Assuming proper functioning of the equipment,
acquire them for tracking and firing, and very low therefore, one might estimate no more than 4 seconds

, I•.3-25
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Sfrom target exposure to tracker lock-on against the dD/dt u -V cos n (3,71])
more dilculn short range t2rgead.

For less sophisticated systems. the corresponding and these radars have a blind zone about path mid-
delay times might be expected to depend almost en- point which is narrow for fast targets and wide for
tirely on the human actions required to detect a blip, slow targets. The blind zones for a 30 m/s minimum,
and transfer the data to the tracking sensor. These window are sketched in Figure 3-20 for a 100 knot
would depend on the system conflguration and could target and a 400 knot target. The lower velocity target
be considerably in excess of 4 saonds. might correspond to a helicopter, however a sepaate3

analysis would be required to estimate whether usefuiL Dopp/kr Blind Zonei doppler signals might be extracted from the return

(Dhe minimum radial velocity of current coherent from the rotating blades regrdless of target velocity.
i pulse doppler surveillance radars ranges from 30 m/s

(Domino) to 50 mes (Ocil Noir). The of change of" In ddition to surveillance information the Oeil Noir
targt sant ang isprovides range information for fire control between

3-26
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" ! 1500 and 3800 meters, but between 500 and 3500 A comprehensive set of experiments and analyses
meters range is generated from 'memory'. based on operations in Southeast Asia confirm the
.. Aot--onimportance of aural detection of helicopters!70'AflS| 3.3.3 Aoeustic Deteation

Plans to use distributed acoustic sensors in large
Experiments versus high speed bombers and fighters numbers for general battlefield surveillance sugges: the

in a desert environment indicate that the range of possibility of using these sensors as part of an early
acoustic detection is not greatly different from that of warning net against low flying aircraft of all types.
visual detection under conditions of maximum visibil-ity t m  gaist lowflyng ircaftsuc ashelcopers The results of the field experiments on acoustic
, "_Agai,,,nst slow fi,.nS aircraft such as h.eliopters determination of direction of sound arrival by anthe range at which the aircraft can be heard may

the ang at hic theairraftcanbe bardmay unaided human listener suggests the following possible
greatly exceed that at which it can be seen. Figure 3-21
shows the comparative distances alonf the flight path method of acoustic target acquisition.
or helicopters over a variety of terrain types at Fort It has been determined experimentally" that over the
On;. and Figure 3-22 shows the corresponding times. range 2000 - 4500 metefs, an observer can track the
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sound of an aircraft (in these experiments a 8-52) with V
a standard deviation of about 1/2 of the acoustic lag
angle. This suggests that in attempting to acquire a
target at night, or in limited visibility by a defense
system without a surveillance and acquisition sensor, it
may be possible to use the operator's sensing of thesound direction. It has also been determined that
auditory detection of low flying helicopters can be
accomplished at substantially greater ranges than vi-

sual detection 
even 

by day.

NOTKNOTT TARGET 'he acoustic lag angle is the largest part of the error
TARGET .G4T in determining target position. It is suggested that it

DIRECTION may be possible to use the fire control system to correct

for acoustic lag. A method is as follows.

The acoustic lag angle is approximately

As - (VIV.) sin fn; V = target velocity

Vs - velocity of sound

L -target angle of approach

RADAR (3.72)
The fire control system computes approximately I
Ag f 7wDoIV; w a target angular velocity

F r 3es f i0 Do a target slant range

Figure 3-20. Do pler Radar Blind Zes for 30 rn/sVp I average projectile velocity
Velocity Minimum

3.28 
(3.73)If• 3.28SI 
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U

- If a constant slant range D, is set in the fire control severe limitations of the human observer in identifying
system, the lead computed is an aircraft target as determined by experiment wereU A f'IfsVVIn Iffl (/ ) 74) also noted.3fs MY sin 11 tM5 ,L') (.4 The most useful method of identification with re-

spect to maximizing defense effectiveness is electro-
Suppose that it is desired to acquire the target at a magnetic IFF, which has some limitations associated

range D,. Then ir with inter-Service confidence in mutual reliable usage
of the equipment and the sensings from it.Ds a Dr(Vp/Vs) Z• 2.5 Dr (3.75)P rPassive methods of target identification, other than

i the human eye appear to have some potential. Modernand the sound source is tracked, when the arget e data processing allows much more information to be
to D, it should appear over the iun barrel. The mea- extracted from the radar return than is utilized in
sured standard deviation of error in tracking a sound detection and tracking. It is possible that advanceds aource was about 40' at 2800 meters whereas the data processing of infra-red signals and laser returnst acoustic lait anitle was about 40'.

Asimple experiment with the Vulcan system would can also provide identification clues. The same may beA sipleexpeimet wih te Vucansystm wuld true or acoustic signals.
quickly determine whether the above method of acous-I tic acquisition has any validity. Whether any of these non-cooperative identification
3.4 techniques can be made to yield identification at a high4TARGET IDENTIFICATION enough confidence level to allow shooting is unknown.

The AFAADS-I report contained a discussion of However the importance of identification to both the
target identification by 'doctrine', i.e., non-conformity derense and to friendly air suggests non-cooperative
to friendly air corridors, overt hostile act, etc. The identification as a useful area for research.

r
400 -
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Figure 3-21. Comparison of Aural and Visual Sensing of Helicopters
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SECTION 4
TRACKING

* This section extends the analysis of the tracking pect but was very close to 1/2 the target dimen-
function. A detailed model of radar glint is developed sion in each aspect.
and used as the basis for a simulation module. Only
limited analysis of the human operator is presented Additional computations given in the reference,
here because it has not been possible to perform exten- show the result of processing the computed glint errorsieaayi fatultakn aa through a simulated sensor servo system (second order

with 0.707 damping ratio) in terms of the servo out.
I An extended analysis of the regeneration function put. Standard deviation of glint error after processing

has been made and an improved simulation module by the servo was determined as averaged over 3600
developed which allows the determination of the ef- target rotation, for a range of values of servo band-

i fects of interruption of tracking data from one or width and constant angular velocity of target rotation.
more of the tracking sensors to be evaluated. Only rotation in ajimuth at zero elevation angle was

A simulation module to introduce the effects of flight studied.
roughness has been developed, but has not been pro- For additional details, one may refe: to the refer-
grammed under the present task effort. enced report.

Although time has not permitted the modeling of
infra-red or TV imaging tracking sensors, the radar For the present analysis, the data cited above was

* tracking module has been designed so that it is -be- examined along the following lines:
lieved that with minor changes, it can be used to .... .thsesnsr.we. proracedtao a. The curves of servo error were cross-plotted torepresent show standard deviation against servo bandwidth

for constant ratio of servo bandwidth to target
4.1 RADAR angular velocity. Within the accuracy of curve

reading. the error resulting from glint measured
Errors of a tracking radar may be categorized and at the servo output depended only on the ratio of

estimated in a number of categories. The principal bandwidth to target angular velocity. This is the
error sources of a monopulse tracking radar at short usual assumption, and is thus confirmed by (he
ranges are probably I) those associated with 'glint', experiment.

I 2) those resulting from servo lags at higher angular
tracking derivatives, and 3) errors resulting from mul- b. The functional relationship thus indicated, and
tipath returns at low elevations. In this section we plotted in Figure 4-1, was used as a basis for
consider a simple model of errors resulting from developing a simple glint model. The model is
' glint', i.e., phase interactions among returns from described below.
separate parts of the target, so that the apparent target
direction, measured from the phase front of the return It was assumed that the autocovariance of glint error
signal, may often lie off the target. as a function of target azimuth angle could be written

as the sum of two exponentials
4.1.1 Radar Glint Analysis

The basis for this analysis is some recently published" data taken by Mensa' on two aircraft models in a -8/0 -/002
microwave anechoic chamber. The models were illumi- R4I ) O +o( e e
nated with a CW signal, and the amplitude and phase 9
of returned signals were measured as the models were (4.1)

* I slowly rotated. From the records the glint error angle
was computed and converted to linear displacement at where

1 the target.,

The report indicates that:
a. Thc probability density function of the glinterror could be adequately represented by a nor- p

mal distribution. 00,I02 - 'characteristic angle' of each glintb. The mean of the distribution varied with aspect, component; these are roughly the
but Themeanaboutn .1 gtouthen tariet dimenaspio t. angular intervals across which two
but only to about 0.10 of the target dimension. samples may be considered

c. The standard deviation varied slightly with as- independent.
4-1
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Two components were chosen bezause initial compu- r dw/I
tations indicated that a satisfactory representation €0) d (og2 /fr) 212 p "'a/ 0 °
could not be obtained with a single component. Ow c ;001 (4.5) 0

Note that for each component. the autocorrelation and the corresponding autocovarlance is

"0/0J(4.2) R(s) s og2 [ XI.aI/80I +(0 - wa)esa021 1(42 (4.6)

has the Fourier transform, on the interval - cThe X, 0. could have been computed from the basic

(O)-) o0 dil data if it were available; since it was not, it was21 -necessary to infer these values from the servo outputd I + (coo) 2 ] data which was given.

The servo tranrfer function used was

If the airplane ii rotating at a rate to,, the power
spectral density of the glint error in terms of angular
frequency is obtained by substituting the rate at which 11 +2 w b + 0 wTb) 2
the 'static' spectrum is being sampled, i.e., ITb ,, llwn;n -~ "half power band width"3

w a 12 (4.4) •2 . 0.50 (4.7)

The resulting power spectral density of the glint Combinlnt Equations (4.5) and (4.7) and perform.
error before servo processing is ing the inltgraion over a, the mut is obtained that
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nent (about 25% of the total variance) has a very
2t + (w0 Icwn) narrow bandwidth (Ow') and will be difficult to reJuce

i (0sg)2 =in a filter except at very high angular velocities of the
2 1I + 2t (W01/Wn + (Ioll(wn)]] target.

4.1.1.1 osaling
A + n(w2/wn) The parameters of Table IV- I are for the model and

2 [I1 + 2t (w02/wn)+(w02/wn) 2J microwave frequency used in the referenced experi-
ment. To convert to other frequencies and target sizes,

( (4.8) the scaling relationship is
0oA a 0.67 0aM (A/LA) (4.9)

A few trial computations indicate that the two glint where 'A
components are widely separated in frequency, hence
Equation (4.8) can be fitted to the asymptotic slopes of
Figure 4-1 by fitting one component at low frequency cta
and the other at high frequency. After a bit of trial O.A - 'characteristic angle' of glint for full scale

and error, the following values for the glint parameters aircraft.
j were obtained, as shown in Table IV-I. O - 'characteristic angle' of glint for model(Table TV- I ).

Since the parameters were determined by fitting the (I
two terms of Equation (4.8) separately at. the two - wavelength in centimeters of radar.
asymptotes. the comparison of the data and computed 1. full scale aircraft dimension perpendicular
value at a mid range point above indicates a satisfac- to sight line (for example, fuselage length
tory fit over the whole range. side on) in meters.

Note the large difference between the two 09, values. Using the above relations, Figure 4-1 is replotted for
For any given target angular velocity, the larger com- Target B' in Figure 4-2 for an S band and a K. band
ponent has a wide bandwidth (ee, ). Hence it can be tracking radar.
more resdily reduced by filtering. The smaller compo- 4112 Angular Veloltle of Airrradr

The airplzne changes aspect, as seen by the tracking -
radar for two reasons,

Table IV-1. Glint Parameters
a. Angular velocity caused by the changing position

of the aircraft relative to the tracking point.
b. Angular velocity of the aircraft about axes fixed

Same A B in the aircraft caused by maneuvers and air
PmAturbulence.

A brief survey has been made of the angular veloci-
ties caused by air turbulence and normal flight wander
about a mean pathP'

(t.Xl) 0.29 0.20 Dunn and Howard' show iome graphs of aircraft
3 yaw data for a fighter and a bomber attempting to fly

001 0.0930 0.0740 a straight course in clear medium-turbulence atmo-
sphere, with the following rough indications.

002 10.3 4.70 Bomber: Maximum excursion (spread) 60
in 17 sec

* (0 )2 0.33 0 25 data F t ý a .5rms angular ve!ocity I1/secc
SFighter: Maximum excursion, (snread),
* 50 in three 20 sec traces

(01a/ )2 0.38 0.25 Computed from above rms angular velocity 1.5 -
Spuametris 3. I/sec

NOTE: For the three traces, rms angular veloc-
ity increased roughly as the max'mum spread in1 2087 -103A angle.
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Figure 4-2. Effect of Radar Frequency on Glint EGro at Servo Output as Function of Ratio of Target Angular
Velocity f/sec) to Servo Bandwidth (red/eoc)

An NACAV report gives the power spectral density from the 0.2 Hz assumed to perhaps 0.8 for short
of several hypothetical aircraft in yaw and roll, when periods of time.
subjected to air turbulence, as a function of vatiance of
gust velocity, and for a mean length of turbulence of Comparing the angular velocities noted above
1000 feet. From this data some rough computations a9piinst Figure 4-2, it will be observed that they are
were made assuming pilot intervention to reduce devi- high enough to produce a bandwidth of the larger
ations below about 0.2 Hz. In addition a 3 f/s rms gust glint component which can be reduced somewhd, by
velocity was assumed. The results are given in Table the filtering of the tracking Servo. The smalklc glint
IV-2. component would be relatively unattenuuted under thesame conditions.

These values would be reduced somewhat If the pilot

(human or robot) opereued with a wider bandwidth. Note that the above an Wlar motions, having a
For example, for Aircraft B. even the human pilot sinusoidal type of variati, -n (generally a spectrum
might be expected to work harder to minimize the centered on the 'dutch roll' mode of the aircraft),
noted deviations, and he could4 widen his bandwidth require a more complex model for exact representation

4.4
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Table IV-2. Estimated Angular Response of Aircraft to Turbulence

Standard Deviations
Yaw Roll

i Wing

NACA Weight Loading Velocity Altitude Anpta AnlarAiicraft OIbs) IbltI2  0f/10 (ft) Angie Velocity Angie Velocity

I A 12,600 So 696 30,000 1.3 1.60/1 3.1 5.501

B 28,000 52 318 4,000 4.80 5.70/1 6.2' 11.10Is

C 12S.000 87 700 35.000 1.10 1.30/1 2.60 4.6°0s

f 208713-04

of the interaction with the radar and servos than we To show the effect assume a simple prediction algo-
have assumed. Only if the excursions arc large com- rithm including a velocity term, but not an acceleration
pared with 0. is the model a fair approximation. term. The transfer function is
However, in view of the limited glint data on hand. an
increase in model complexity does not seem appropri-
ate at this time.

I + s(t + nTs)
A radar glint module for the simulation based on W(s) * I ,, (4.10)

the above analysis is given in the section of this report (I + &Ts)n
Sdevoted to simulation.

4.1.2 Effect of Glint on Prediction Errors where

As the radar frequiency is increased, the glint band- - time of flight,
width increases, and so, although the glint variance is
assumed to remain constant, the variance of tracking T, - filter time constant.
error after processing by a low-pass servo decreases as
shown in Figure 4-2. However, the increased high
frequency content of the noise can result in increased

i prediction error because of the differentiating process
in prediction. The increase, if any, depends on the
bandwidth or the velocity filter and the acceleration When n - 1, the filter does not attenuat, high
filter, if acceleration prediction is employed, frequency errors. For n - 2, the high frequencyattenuation is proportional to w2.

Since the bandwidth of the differentiatino filters will a na

normally be much smaller than that of the tracking Consider a single glint component with characteris-
servos, the effect can be demonstrated without includ- tic time To. Then the variance of prediction error is
ing the servo transfer function. obtained from

4I
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r 1 2t2. l 1 Both curves are asymptotic to 1.0 for narrow-band-+/f P (d .. noise. In this case the glint error varies so slowly that

- , J+, +2J there is essentially no velocity error, and what remains
P is the position error, which because of its narrow band ,

(4.1 i) is essentially unsmoothed.

"The n - 2 filter demonstrates a characteristic whichEvaluation of the integral yields is typical even of 'optimum' filters with constant mem-
S+(1+ a)2 ory time, as can be determined by using the expres-

n = 1;(of)2 l •A Turn a tprs sions from Blackman' for optimum filters, instead ofP I n P the n - 2 algorithm. The characteristic is that for aI i(4.12) given target angular velocity, and smoothing time,

there is a 'worst' radar frequency which develops a

n 2;(O /)2 ,A (5 +4+2)/2 maximum prediction variance for constant input
P 1 (l +) 2 ' iance.

(4.13) To take advantage of high frequency radar in the 5 =

"simple model for glint developed here, one should
attempt to maintain T./T. small, which is equivalent to

h These functions are plotted in Figure 4-3 for t,/ setting
T. - ,!.0. For a given target angular velocity, decreas-
* ing the radar wavelength widens the glint spectrum, (T 5 A)(121) > 0.1 for example (4.14)

but the input variance which is determined by target It then appears that the shorter the wavelength, he
dimension, is unchanged. Differentiation for prediction shorter the smoothing time can be for the same predic-
amplifies the high frequency region, and the n - I tion variance, and this is of course desirable for many
filter is unable to do more than limit the growth of the other reasons.
prediction error variance. The n - 2 filter, on the U
other hand works effectively against the wide noise The analysis of the above section was prompted by
band. so that prediction varijnce for very wide band initial runs on the simulation, reported later, whichnoise of constant input variance approaches zero. indicated that the large apparent gains in tracking

40 - -

3.0-I

40

N*1.0 3
j7 20

N - 2.0

if" io/T,- 1 0

•! ~INCREASING dAOAR WAVE LENGTHi•

.02.0 3!0 ,.0 .0

Figure 4-3. Effect of Glint Bandwidth on Prediction Variance for Two Simple Prediction-Filter Algorithms
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.I
U precision suggested by Figure 4-2 were not realized in The expressions used for glint are the following

target kill probability, and the effect was not under-
stood until the interaction of the noise bandwidth with Larger Smaller

"the differentiation process was recalled. component(1) component(2)

.4.1.3 Simulation Module for Radar Glint Fraction of 0.70 0.30

Variancei Following the previous analysis, a glint module for
the radar tracking mode of the simulation has been 0 o, 2 Angular 0.001 (V/L)rad 0,10 0./L)rad
developed. The rationale, which recapitulates the con- bandwidth
clusions of the previous paragraphs. and the algo. (indians)

5 rithms are given below. Only angular glint has been
simulated in this version, since range error has a where L is in meters, and X is in centimeters

I smaller effect on prediction error (via average projec. 20871-603
tile veloci:y).

To get glint bandwidth in radians/second compute
Based on the extremely limited glint data it is as-i sumed that glint error can be considered independently wl,2 a R/O (rad/sec) (4.16)

in elevation and azimuth. More accurately, the 'azi-
muth' computation of error is developed as 'lateral'
error across the line of sight. where ni is the absolute angular velocity of the airplane in

radians per second and is the sum of the absolute valueI In each coordinate there are two components of of the angular velocity of tracking in each coordinate
glint. The larger may be thought of as associated with and the absolute value of the angular velocity caused
phase interference of the signal, and it has a small by air turbulence
correlation angle. The smaller component may be con- = +T I (4.17)
sidered as associated with the center of gravity of the
signal as it would appear in purely specular reflection. Ow is taken as 0.03 rad/sec - 1.72isec for all com-
It has a large correlation angle. For a given angular putations. To convert azimuth rate to traverse rateI velocity of the target relative to the line of' sight, the
larger component has a wide bandwidth and thesmaller component has a small bandwidth. nTA 0lAdAofdt)cos e. I radians/second

Thus the angular velocity of the aircraft caused by (4.18)

the combination of gust-induced angular velocity and Elevation rate is already at the sight line so
tracking angular velocity causes a rapid attenuation of

,variance of tracking error associated with the larger
glint component, but only a slow attenuation of the IlTe u Idea/dt I radians/second (4.19)

s, smaller component.
"and so the bandwidths of the two glint components areI The total glint variance as angular velocity ap-

proaches zero is asymptotic to (L/2) where L - total w = (1000) n (L/X) ; (10) n (L/A) rad/sec

target extent in meters in the relevant coordinate. Since (4.20)
Lin azimuth and elevation depends on target aspect it 4.1.3.1 Servo ApproximationI must be computed for each point and this is done by a The transfer function of the servo i approximated
module described in Section 7 of this report. as

The bandwidthi of-each glint component is propor.
tional to H(s) (,4.21)

(I + sT) 2

(L/A (4.15) for simplicity; this approximation is considered ade-
* Iquate in view of the uncertainty in the glint charac-
I teristics. In addition. T is taken as I/B where B is the

servo bandwidth and is approximated as
Ai where P2 is the absolute value of angular velocity, and R is B 2ff 1/2 rad/sec where K. a 2

the radar wavelength.
(4.22)
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where K, is the acceleration lag constant, rad/sece. noise correlation to a subordinate role. At the same
time, for short smoothing times, the process prevents
the simulation from erroneously overemphasizing the

The result of processing one component of glint gain obtained from close sampling intervals: a gain
error through the servo is the variance which is limited by serial correlation of noise. I

The computation of the correlated sequences is then

o2/og12 . 14(Ml/2) (4.23) performed according to 1
(I + M02 xo+l) aO+l) x)+b(j+l)u(j+lO

where ao÷l) = e"S(+l)AM1 - w/B

Fhe two glint components are considered indepen- b(J+l) a o(i+l) (I -e2So+l)A 1/2 Aj

dent and since the servo is linear, the variances add, to (4.26)
result in

02 - (/2)2 .+0.3 ["(M 1/2) + + 21 wheretheSj)and o)arecomputed for each point. If they
S+7+0.3 2 j were independent of j. and constant the variance of the

(0- +M1) (1 generated sequence would, of couse be c.

(4.24) These sequences must be converted to mils since they
are in meters. For azimuth, the mil tracking error is

This variance is computed at each sampling interval azc

and is used to construct the tracking noise sequences. EAO) a 1020 xA(j)I[D) cos eoo)]mils
4.1.3.2 AutooorrolMton of Tracking Error (4.27)

A separate section of this report shows how to For elevation I
compute a noise sequence that will have the same
autocorrelation as sampling the continuous process
described above. The complexity of the computations is EeO) 1020 xe()/D0) mils (4.28)
considerably in excess of that justified by the knowl-
edge of the basic glint characteristics. For errors in radians omit the multiplying factor of

There are three time constants involved, correspond. 6200/2w - 1020
ing to the bandwidths of the two glint components and If the simulation were to operate to very long
the servo. Each of these appears in exponential form in .s w
the complete expression and the simplifying approxi- ranges. an additional noise term for instrumental
mation is adopted (which is asymptotically correct) error' representing gear backlash, and similar mechan-that a ion across two adjacent sampling ical imperfections. This has been omitted since it jints is dominated byacos twime onstant which is hould be possible to hold this factor to less than 0.25
arestttpoints m inted , the imalecostbantdwhicth. Tis mils for a well designed radar and servo system, and so

largest at that point (i.e.. the smallest bandwidth). This its effect at short ranges would be submerged in the
excludes to,. which is always 100 &2. The bandwidth other errors developed by the algorithms given. To
S(j) at j is therefore selected for each point as include it, it might be added to the orrelated noise PC

SO) mrin lB. W2! (4.25) sequence, possibly as white noise of constant angular
No attempt is made to correct for changes in the standard deviation.
parameters between sampling points and the tracking 4.1.4 Ilmulatlon Studies of the Effect of Qlinterror series is generated as a one-stage Markov process. A series of simulation runs was executed, using the

A further justification for this simplification is that glint module described in Section 4.1.3. The foiowing

tracking noise goes into the smoothing filters, which engagement parameters were used:
induce their own correlations, of about 1/2 the et
smoothing time. The effect of the above process is Weapon: 25-mm
therefore to provide tracking noise which is not white Radar 0.50 to 10.0 cm
(as in the real life case), has about the right correlation wacross sample points, and is operated on by ilters wavelength:
which reduce the imperfections in representation of 4-
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Target 300 meters/second analyze sets of tracking data taken with human opera-
velocity: tors in the process of tracking real aircraft. However.

the data was not available in the extent anticipated,hence this analysis is more limited in scope.

I Target path: straight fly-by at 300 meters al. h

titude and 600 meters crossing 4.2.1 Desirable Control Dynamics
i range Additional experimental data was located on labora-

Probability of killing the target with a one-second tory experiments of human trackings with a variety of
burst was computed at points on the flight path 300, control dynamics. These experiments are summarized
600 and 900 meters before path midpoint. Three rates below. The findings support the conclusions and rec-
of fire were used, resulting in 16, 32, and 64 rounds ommendations of the AFAADS-I report.I per burst, respectively.

Target vulnerability and dimensions were 'standard' Two tracking experiments are reported. In one set it
was shown that for two-axis tracking. tracking error
was reduced by about 40% for aided tracking over

Two prediction algorithms were used. One employed simple rate tracking without a position element.
position and velocity smoothing. The other employed

I position and velocity smoothing, but each was updated The second set showed that given the position cle-
by an acceleration component so that on a curved path ment of tracking, the addition of as many as four
the prediction vector would be tangential to present integrators in series was helpful when the input has
position. This is 'partial acceleration correction.' principally low frequency rather than high frequency

T content, and that the integration 'aid' became inferior3lThe probatwlity of kill curves as a function of radar only when most of the input had frequency component
wavelength were identical in shape for the three firing so high, that both position and assisted tracking per.
rates, but of different probability levels, and are shown formed poorly.

I in Figure 4-4.

Figure 4-5 shows burst kill probability versus radar The general conclusion is that operator tracking for
wavelength for three points on the flight path for the AA must have a position element in the tracking loop.
position and velocity smoothing algorithm. There is a Given this element, the low frequency integration
uniform improvement in kill probability as wavelength involved in the regenerative process will not degrade
is decreased, but it is small. Figure 4-6 shows the same the operator's high frequency response, and will im-
information for the filter with partial acceleration prove overall performance by unburdening him of the
correction. The probabilities are lower, because of the high and mid range frequency contents of the tracking

I increased noise amplification, and at the longer ranges input spectrum.
where the velocity and acceleration components are Experiments by Frost compared 'rate' tracking with
multiplied by larger times of flight, the curves show a aE 'optimum' control.
worst' wavelength.

S4.1.5 Conclusions For rate tracking the control function is
The number of parametric variations in the simula-

i lion runs are too few to draw detailed conclusions. In e0/ie Z K/s (4.29)
particular. as shown in Figure 4-4. with 3 mils angular
round to round dispersion, there is not much room for The "Optimum" function used was
additional improvement by reducing tracking error.
The 'zero tracking error' asymptotes shown in Figure
4-4 were hand computed for the assumed target, and 3 (T s+l) 2

mils dispersion. 8ol1c (K/s) (4.30)

The analysis indicates the importance of smoothing T2 s+1
time, and the interactions among smoothing time, and the Bode plots are shown in Figures ,.7 and 4-8.
prediction mode, and the tracking noise autocovari-
ance. These interrelationships and their effect on burst For a single axis control against a mix of sine waves,
kill probability can, of course, be examined by means the two control laws yielded the same tracking error
of the simulation, at the expense of additional runs. averages.
"•4.2 HUMAN OPERATOR It was suggested that this may have been too simple

In the AFAADS-I Report. an extensive survey of the a task for the operator; he was then given two axis
literature on human performance in the tracking func- tracking of a CRT spot displaced by sine wave mixes
tion was made. It was hoped in the present contract to in both coordinates.

,"4-9L. 1 4-
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Figure 4-4. Effect of Radar Wavelength and Number of Rounds Fired on One-Second Burst Kill Probability I
from Simulation Position and Velocity Smoothing Only

The 'optimum' control function then yielded about data with a variety of transfer functions; it was not0.60 the mean absolute errors in each coordinate com- determined to be optimum in the reported experiments
pared with that obtained with the rate laws. (by possibly varying K,T, and T,, for example), but it

Observing the Bode plots it can be seen that the was significantly superior to rate trackingI
principal characteristic of the 'optimum function* isthat it eliminates the 900 phase lag of the integrator at The conclusion is that the important element of thisfrequencies above 2 Hz, and the phase lag improve- experiment was that the addition of the position com.-
ment begins at about 0.20 Hz. In fact, the Bode plots ponent to rate tracking in a difficult two-axis trackingare about the same as those of simple aided (rate + task provided significant reduction of tracking error inposition) tracking with a time constant of about 0.15 both coordinates.

The function desirated as 'optimum' was developed Experiments by Chernikol! et af compared with the

on a theoretical bais from a survey of earlier tracking control function
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S00/0c (I '/409) 1.05 s-4 + 0.4 S"3 + 2.0 s"2 medium and high frequencies of the AA problem have
ocbeen subtracted out by regeneration, the residue to be

handled by the operator may not be unrealistically
-+4 +1.0] (4.31) different from the inputs in the referenced experi-

""with ments.

4.2.2 Approximate Estimation of Human Band-
=o/0c (1"/400) width from Limited Tracking Date

and showed that the former law was superior against
mixes of sine waves until the average input frequency A proper analysis of human error in tracking air-
approached about 1/2 Hz. For lower frequencies the craft targets would require a large batch or tracking
more complex law was preferable. for higher frequen- data showing error versus time, with concomitant
cies both were bad, but the simple position law was records of relevant parameters such as target speed,
slightly better. heading, range, and the trackings angles and deriva-

The complex control law has two real and two tives all as a function of time. From these one might
complex roots. The shortest time constant present is hope to develop a useful 'model' of the human opera-
about (3.45)' sec. the other real root co-responds to tor which could be used in simulations and analysis.
about 0.34' sec. and the complex roots h,,ve frequen- Unless taken with the above objective in mind, most
cies which are low compared with the man's tracking error summaries tend to list only mean track-
bandwidth. ing error (bias) on each path and the standard devia-

It thus appears that the system should appear to the tion about the mean.
man as simple aided tracking with a 0.3 second time An interesting question is whether from such ab-
constant, the increasing gain at the low frequencies stracted summaries estimates can be made of the oper-
tending to unburden him beneficially when the input ator bandwidth, or equivalently the approximate corre-
has most of its content at low frequencies. lation time of the error. The following paragraphs

System gain versus frequency and error performance indicate that inferences of this type can sometimes be

Sfor the two modes are shown in Figures 4.9 and 4-10. made.

£ The general conclusion is that the low frequency For very short records the standard deviation about
characteristics of the control affect the operator's the mean will probably be small, and the mean itself
workload, but not his accuracy, as long as the position will vary widely across records. For very long records
component is present at the high frequencies: above it is conceivable that the mean will tend to be small,
1/2 Hz. with most of the error falling into the standard

In summary: deviation.

a. In two-axis tracking the position component in Using Tapper's method, as described in AFAADS-I
a.ithe -as tracking o tr i ositiononeesnarytfr h igh c we can make estimates about the noise bandwidth.the tracking control is necessary for high accu-

racy. Two very limited sets of early Vulcan tracking data
b. Given the position component and a stable set of are at hand. For one set the method does not work.

control dynamics, phase lags at low frequencies For the other it dces, and gives reasonable results. The
do not degrade the operator's performance and if latter set is described below.

• Ithe lags are associated with elimination of some Readers with accurate computations of the same
of the operator's loading, the overall effect will parameters may find it interesting to compare them
be benefcial. with these very sketchy estimates.

* The conclusions for regenerative tracking design are Some limited tracking data taken early in the Vulcan
as follows: program on the XM-167 mount gives measurements of

a. Provide a position component. mean error and standard deviation about 'he mean for
b. Above about 1.0 rad/second the control should a small number of courses. Dividing these into even

a smaller sets according to length of tracking tie.ie, the
behave like rate plus position aided tracking, variances of the mean within each subset and the

c. Below 1.0 rad/sec there is considerable freedom average variance was computed for azimuth and
in system design in introducing the regenerated elevation.

Sa.In AFAADS-I (p. 5-61) it was indicated that if
The subject experiments were not run against inputs correlated noise is put through an averaging filter with

< -simulating antiaircraft tracking. However, once the the same characteristics as the above data reduction

4-11
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Figure 4-6. Effect of Radar Wavelength on One-Second Burst Kill Probability from Simulation Filter with -0
Partial Acceleration Corection

quate in view of the limited data to which they will be Figure 4-11 shows o,.2 + o,' as a function of" record
applied. There is no problem (but more algebra) in length for the small sample of records available, and
evaluating the integrals exactly. Figure 4-12 shows the ratio 0o?/(om,, + 0'.2) vs. record

length. As hoped, the variance about the mean as a J
Performing the integration, and applying the appro- fraction of the summc.! variance increases uniformly

priate value of k, as record length increases, for both ,lie azimuth and

elevation coordinates.S2Tm2 ] -1/2 (435) The curves of Figure 4-12 are consistent with Equa-

- (Om/Qo) 2 1 tion (4.35), and the corresponding value of T, is
I2Tn T. - 0.75 seconds

This is not unreasonable for a human operator
employing a rate control. The corresponding band-

where o.,' is the variance of error about the mean. width is about 0.2 Hz, and this is also rensonable, since

,4 1-
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Figure 4-9. Control Gain versus Frequency

a human operator rarely performs with an equivalent + +so(l)t
bandwidth exceeding 1.0 Hz under optimum condi- W(s) " (4.36)
tions with a position control and an 'easy' target. I +S tP

I The tracking records analyzed can then be simply
represented as an exponentially correlated process with
characteristic time 0.75 seconds and standard deviation where s - d/dt, - time of flight, and a - a
of about 4.5 mils. constant (here taken as 0.20).

The variance of tracking error, and probably T. as
4.2.2.1 Conversion to Prediction Error well will vary with the target path parameters. if we

"assume, however, that the derived parameters of track-
The data was taken on the Vulcan mount using a ing error can be used as average values, we can corn-

lead computing sight. The transfer function of the pute the autocovariance of prediction error resultingsight is approximately from tracking error. Without reproducing the algebra.
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we find that the autocovariance consists of the sum of a representation generally similar to that customarily
two terms, each multiplied by a simple exponential used, and described in AFAADS-1. although such anal.
containing the lag interval. The characteristic times of ysis might, for example, indicate that some of the
the two exponentials are T., and at,. Out to about 3.5 human parameters should be a function of the target
seconds time of flight T, will dominate the outocorrela- path parameters.
tion, hence we would expect the prediction error to belea ignficntl coreltedin tme verabot 075 ac- In the present paper the compatibility of a 0.1I0 or
ehsignificantly correlated in time over about 0.75 sec- 0.20 sec. sampling interval with the explicit representa-
onds, and hence significant in computing I second tion of a human operator having a transfer function

(K/s) e- is examined. It is generally agreed that the

The corresponding standard deviation of prediction man sets his value of K close to the stability bound of
I error as a function of time of flight is shown in Figure the control loop, and this maximum is limited by the

4-13. constant delay T. which is about 0.20 sec. It is con-
cluded that a 0.10 sec sampling interval will provide

It should be emphasized that the above computations an adequate representation of the man's operation in
are not an assessment of the Vulcan system because of his loop.the limited data employed. The purpose is simply toshow a method of estimating bandwidth of the human Consider a servo with transfer function Y(s).

I operator.

4.2.3 Human Operator Simulation in the Error/input isgivenby (s = dldt)
Traoking Function id(s)/x(s) (11 + Y(s)I (4.37)

This section examines the considerations in provid-
ing a more explicit representation of the hur' an oea Output/input is given by
tor transfer function in the Litton simulation, with theI object of eventually replacing the module now used for y(s)/x(s) - Y(s)/ [1 +Y(s)] (438)
this function, as described in AFAADS-.I.

Only the question of sampling rate is addressed. It is Next introduce a transfer function Y(s) correspond.

assumed that analysis of real tracking data would yield ing to a man operating a rate control
4-17
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T.a 0.75 sec

Y(s) a (K/s) e0.20s = (K/s)e sTm (4.39) yI(s2TTm/2)+s[T.(Tm/2)] + Ila x 1l.s(Tm/2)] ;

whe-e we have included the 0.20 second constant lag
of the man. (4.41)

where T a I/K I
Approximate the system for digital representation as

suggested by Blackman' using the Pade' approximation
for The response to a step can be (I) unstable in the

form of increasing oscillations, (2) stable in the form
q e of damped oscillations, (3) stable aperiodic (critically 4

damped). (4) stable, underdamped. I
q " I • (I,/2) ]/[' + (s,/2) From the differential equation, stability requires that

T >wh" T./2, i.e., that the man use a gain no iaroer than
whence K - 2/T,. The damping ratio of his responsc is

s 21, (2 -)l)/(l +q) (4.40)
t2 a (1/8) [(2tTm)2.1] (4.42)

and A is the sampling interval. ffrom which
In the following, we compare a differential equation for stability 2T/Tm > 1.0

approximation such as might be used in an analog s
s=mulation against a difference equation which would
be used in a digital simulation. In the former case the but for aperiodic response 2T/Tm - 3.0
constant delay time is approximated by the Pade'
algorithm, in the latter case the integration operation. We check thes criteria against the discrete model.

The differential equation approximating the continu- Letting T. be a multiple r of A. so that e'r - qv.
ous solution is we obtain for the difference equatiot. with v - T./A. g

4-18
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I

I y(t).-y(t.I) + r y(t- P) + ry(t .- l) rx(t -P))+rx(t- p-l) zAz, , 1.0

(4.43) This is sufficient information to solve the three root
i equations for r and this is found to be

The form of the response is defined by the location r2 + 2r-I = 0;r = 0.414
of the roots of

zU'+ "z&J + rz +r -0 (4,44) 2T 1 4
- - -1.22 (4.47) -TM rV

I and for stability they must lie within the unit circle z Since12 is somewhat larger than the .00 of the

1.0. approximate analog solution, we now solve for the
This cwe would stability point exactly. The requirement is that phaseThsclearly fails if r -, 0, and so. as we w ud m ri-fY•)oe ep stie w e Y

expect, such wide sampling is unacceptable. If we margin of Y(s) over f be positive when IYI - 1.0.
sample at Y -. 0 and consider the effect of variations First determine the frequency at which IYI - 1.0
in T via r, the root locations are YjwT) 1 e T

I z (1.r)/2 [(Ilr)2 /4. r] 1/2 (445)

Consider the values of the roots. They are equal IY12 - (,T)-2 (4.48)
when the term under the radical is zero (aperiodic
response) for which setting this equal to 1.0, the gain crossover occurs at

r - 0.41; 2T/A - 2.45 which may be compared
with 3.0 for the continuous case. wc = T"1  (4.49)

The radial location, when they are complex is Expanding

IZ2 2 Y (wT)f [*jcos wTm sinfTm 41

(4.50)
If ;z2 1 _ 1. r - 1.00; and since we worked this case for

Tm = A. 2T/Tm W 1.00 which may be compared with from which the phase is easily seen to be A

1.0 for the continuous case. It
2, wehavethe 00phse lg (n (1T2) - iTm (4.51) i

If we let V = 2, we have the 90* phase lag comes from the integration, the next
+term results from the constant delay. Setting iA -vr,Iz 3 -z2 + rz +r 3 0 (4.46)

The system, when it becomes unstable with the c m -/2

allowable values of r will have one real and two Trrm a 2/n
complex conjugate roots. Call these z1. zq, zL. 'We know m
that 2T/T, - 4/4 - 1.27 20871-605

I-(a 1 1.z2 +÷z3 ) 2081-0

ZlZ 2 + zlz 3 + z2z 3 - r which may be compared with 1.22 for the discrete simu-
lation. This is rather good; in fact it Is better than siiru-

ZlZ 2Z3 ' -r lating this Y by the analog approximation gien earlier.

S20871604 4.2.3.1 Conclusion

If the transfer function of the servo loop is

from the z equation, using the well known relations for (K/s)esTm (4.52)I• coeffcients in terms of roots, and T,. - 0.20 sec; an excellent digital simulation can
If the two complex roots lie on the unit circle, their be obtained with sampling interval 0.10 sec. This is

product is unity. i.e., consistent with the sampling intervals used in current
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simulation operation, and suggests that even when of the aircraft along its flight path from midpoint
better representations of the human operator are avail- rather than with range and was about 20% of this
able, they can be explicitly included at 0.10 second distance, hence a somewhat sma!ler percentage of
sampling. In an extended simulation of the human range, on the average, perhaps about 15%. Figure 4-14
operator. Paskin'0 used a sample interval of 0.10 sec- is a sketch of the experimental data which suggests
ond, 'to provide power spectral density plots up to 10 more validity than the small sample justifies, but does
rad/sec. All data or interest in manual control tasks illustrate the magnitudes involved.
f,,ll well below this value.'
4.2.4 Rang. Estimatlon by lb. Human Optalor A reasonable conclusion may be that one can usestep-range estimation with a rate by time sight as a

The simplest form of computing sight is the 'course back-up mode but the number of fly-throughs that one *
and speed' sight, which requires only estimates of can safely assume per attack is small, and the system
target path and speed to generate leads. This sight can effectiveness will depend on th'! number of rounds
have a range input, but range errors affect the solution fired during the brief interval that lead is approxi-
only through average shell velocity and superelevation, mately correct at each fly-through.
and these minor errors are lost in the primary errors II
resulting from errors in setting course and speed. This Whether this is a preferable operational solution
point is mentioned here because of a prevalent belief compared with the far simpler course and speed sight
that course and speed sights require range input. is unlikely to be settled by experiment or analysis, but

The simplest form of complicated computing sight is the availability of simple low cost laser range finders
the 'rate x time' sight, of which the well known dis- should relegate range estimation to a strictly back-up
turbed reticle lead computing sight is typical. A small mode. I
package containing one or more gyroscopes measures
angular velocities obtained by the tracking process, and 4.3 REGENERATIVE ASSISTANCE TO
these can be multiplied by time of flight developed TRACKING
from range information to give the lead angles. flow
good the computation is depends on how well thegd hesin acomuntation isdependsry coreons ho elulthg As target speeds increase the high angular velocities
design accounts for secondary corrections resulting and accelerations required of the tracking unit at short
from the higher derivatives. ranges create moderate problems for an automatic

The fact that something is being dynamically com- tracking system, and severe problems for a human I
puted, however, makes the rate x time sight attractive operator who has, at best, only about a I Hz band-
to many people ever. when continuous measurements width in the tracking function. Even in the case of 3
of range are not available. The British Falcon system automatic radar tracking, it is in this region that the 5
uses a rate x time solution with estimated range. A glint spectrum is widest so that one would like a
concept is to set ratge short in one or more steps and narrow servo bandwidth to attenuate the glint error,
allow the target to 'fly through' the range bracket yet a narrow bandwidth with a conventional servo
during which time the lead is briefly correct. Some design creates the even more undesirable penalty of
simulation runs of this concept are provided later in angular lags.
this report,

Range estimation of aircraft targets by the unaided These problems are, in a sense, an artifact of the
eye is difficult to theorize about because it is not clear tracking algorithms and as has been known for a long
what cues are available to the man. The most recent set time, one can take advantage or the fact that the target
of experiments on range estimation suggest that velocity in inertial space changes at a relatively low
against low altitude targets the observer obtains useful rate, to generate the required tracking data from past
clues from his sensing of target position relative to measurements. The process is designated 'regenerative
terrain features to which he knows the range. tracking'. It has long been used in Naval fire control,

In these expairmraft weretlow was employed in the Vigilante fire control system, and 3
experimentset aircraft were low is apparcntly used in the Oerlikon Fledermasus. and

flying bombers and fighters.,"' Skyguard fire control systems.

Roughly speaking, although there tended to be sig-
nificant biases in ranoe estimation in these experiments The concept is based cr' thc determination of 'course
(substantial underestimation of the range on directly invariants' which are computed from initial tracking
incoming targets), the standard deviations about the data, used to generate tracking rates, with the whole
mean were somewhat larger than the means. Jets were process looped so that it functions continuously. Vigi-
estimated to be ciler than they were and helicopters to lante used algorithms working in polar coordinates;
be at a greater than actual range. The mean absolute Fledermaus apparently uses afgorithms based on rec-
error in range estimation tended to vary with distance tangular coordinates.
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1 t 4.3.1 Design Oblectives human response dynamics. The complete sys-

I tern should feel like good 'aided tracking'.

The regeneration module of the fire control system is
1 r intended to perform the following functions: (3) Not preempt the tra'*ing function from the

man when the target is accelerating.
a. Human Operator Assistance

b. Automalti Tracking Assistance. Provide a means
(I) Generate the principal portion of the time for reducing servo lags in th ! high 'rickingI varying components of angular tracking de- derivative regions without the necessity for wid-

rivatives and drive the unit correspondingly, ening the effective servo bandwidth.

V: leaving only minor corrections for the human
I operator. c. Tracking Extrapolation Through Sensor Inter-

rupts. Drive the sensors and provide extrapolated
(2) Respond to tracking corrections made by the tracking data in all three coordinates during

human operator with dynamics compatible to intervals of target obscuration, ECM interference
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with sensor operation, doppler radar blind zones, Then
and other causes of intermittent sensor inputs.

d. Fail Safe. If the regenerative element fails the Zl a Ye
system should retain the tracking capability. The
human operator's control should degrade to no z2 a Yr y
worse than normal aided tracking.

Rapid settling of the regenerative loop As desirable Y = Y, e, (4.53) 1
after initial target acquisition, on the other hand to be
useful the module mu.,t attenuate the tracking errors in
estimating the course invariants. How well these invar-
ianLs are separated from normal tracking noise deter- In the diagram the dashed line indicates how, in the
mines both the system effectiveness in continuous oper- ingenious Vigilante design, the position component of

ation, and the rate of error divergence during intervals theno u s Vig i on isign, the sight ,
of sensor interruption. Hence there is a compromise to the operator's correction is applied directly to the sight,

be found between smoothing time and noise reduction, Vigilante r
as in the case of the conventional prediction algo-
rithms. Y
4.3.2 ProllminerV Analysis

A generic tchematic is shown in Figure 4-IS. All of
the variables (x,y,....) are vectors and the transfer func- When there is a human operator in the system we
tions ar ed by m,%rices. The following notation divide the error processor into two parts: the first I
is used: represents the perception of error by the man and his

consequent movement of his control; the second repre-
x , tkrget coordinate vector sents the generation of the command signal to the
y - coordinate vector of the point defined drive controller as a function of control movement. I

by tracker output Then

e - error in target position as defined by
tracker output m - operator response as applied at the control

eC x-y
z- drive input signal generated from the Y, - transfer function of the operator

tracking error

z, drive input signal generated by the m - Y~e
regeneration unit

z - z, Yc - transfer function of the control
+ Ze - total input signal to the drive servo.

mechanism expressed as the desired
velocity vector z4 - Yem

z,- actual velocity vector generatedz drilvelrory veIf the man and his control are both represented as ae. - drive error unit

4;r- Z-ZB

z,- dy/dt Z YpYc ' ; YpYc a Ye (435)

24 - Y.(s) e
Y,(s,t) - transfer function of the drive servo, It Note that if the target is maneuvering, flying a

may vary with time if, for example, course not conforming to the regenerated raes, the
the loop gain is made a function of difference between target velocity and regenerated ve- Ii
slant range or some other parameter. locity (integrated) is e, and this must be provided by

Y,(s,t) - transfer function of the regenerative the man. Hence he responds in this case to e/x.

unit. It will vary with time beause of ii
the changing geometry and other From the diagram and the preceding definitions, the
causes. response of the drive servo alone is
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y a e SYS Consider the operations shown in the regeneration
block of Figure 4-16. y and z are vectors. Let v - the
vector of invariants on which the smoothing operation A

M(z- *)YS is to be performed, and let R be the matrix describing
the coordinate transformation from y to v. Theny/z = Ys/ (I + s YS) (4.56) v(t) - R(t) y(t) (4.58)

and for a very tight servo, in this formulation, (i.e., Ys is
very large)

y/z - UfS (4.57) y(t) f jS v(t-s)W(s) ds (4.59)
0

W(s) is the weighting function of the filter, and T is the

and the drive operates as a simple integrator on its smoothing interval
input signal.

Considering the system as a whole, we are interested
in z(t) = RY)1 v(t) (4.60)

y/x = system output/input

e/x m system error/input

y/m - system output/control input or: system dy- Hence
namics as they appear to a human operator if
there is one.

Z2/sx ft generated ratesitrue target rates: This is a z(t) W R(t)" f s R(t-s)y(t-s)W(s) ds (4.61)
measure of how rapidly the solution will de- 0
grade if the target is lost. If we expand

R(t-s) = R(t)- s dR(t)/ds + (4.62)

These quantities are summarized in Table W-3. and we assume that R(t), which contains the trigonometric
It is assumed that the regenerative module serves conversions, is changing slowly, then to a first approximation

two purposes: I) to provide regenerated rates, from T4
which, with a 'tight' servo, regenerated position is z oTS ys
obtained by integration, and 2) to provide 'feed I
forward' signals to the servo which compensate for at
least the velocity and acceleration lags of a servo and we can consider the regeneration function as if it I
system for which these quantities are of significant were performed in each coordinate represented in z, y
magnitude. separately.

To determine the lag correcting components, the We consider two cases I) automatic tracking,
expression for e/x is expanded as a series in s, using 2) manual tracking.
the best estimate of the servo transfer function. Y,(s) is
then designed to make e/x - 0 to terms in ea. This is In the case of automatic tracking. the servo band-
a small correction, and is not likely to cause stability width will normally be much wider than the band-
problems, but the usual stability tests can be applied to width of the filters in the regenerative module. Then in
the system. with adjustment of the high frequency continuous system operation, the transient response of
response of Y, and Y, if necessary. to obtain satisfac- y/x will be essentially that of the servo. The regener-

U tory stability. ated rates will display transient response dete:mined
s dalmost entirely by the filter smoothing time. The servo

As described above, the complete system is non- and regenerative module components can be designed
linear, because of the time varying coordinate transfor- separately with only a minimum interface in the lag
mations. A preliminary analysis of the transient per- correction function.
formance, which depends on the high frequency por-

tion of the transfer functions, can be made along the The best filters for the regenerative unit will have
following lines, similar requirements to those of the prediction module,
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Figure 4-15. Generic Flow Diagram of Regenerative and Tracking Elements

and in fact there seems to be no reason why the same Referring to Section 4.2.1 we require that above I
filters should not be used. Hz the amplitude ratio be essentially constant, with a

t occphase lag no more than 45° at I Hz decreasing to less
in the case of manual tracking, first consider the than 10o at 2 Hz. In the region 0.10 to 1.0 Hz the'fail-safe' mode in which there is no regenerative aid. control should have a "rate' characteristic, i.e., the

If the servo operates as an ideal integrator, we must amltur a should decrease' wh fraequecy as -2,amplitude ratio should decrease with frequency as -2,
specify and the phase lag should not exceed 90°. Below 0.10

SYe(s) a Cos+ C 1 (4.64) Hz the Y, network should be designed to ensure non-
oscillatory response to a step function movement of the

if the operator is to have 'rate-aided tracking'. The control.
ratio ccI has the dimensions of time and should be in
the range 0.20 to 1.0 second. A typical form for Y, in an analog system could be I

Blackman's velocity filter
If the drive servo has a significant lag, it is best to

by-pass the servo to apply the position component to
the sight, as was done in Vigilante, and to provide a (4T66)I ( 2 2 T 2 l) (4.66)
phase advance signal to 'quicken' the velocity response I + +
of the servo.

Next consider the more general case with servo lag
and the regenerative unit operating. From Table IV-3 Y, is the servo transfer function, and can be used in
the transfer function defining the dynamic relationship complete form when a known servo is to be used If
between the man's movement of the control, and the the servo loop has negligible lag. Y, - I /s.
response he observes in his sight is a

For large s it is desired that
[ ylm a Co + (cIS) (4.67)

YAYc where c. and c, are chosen to match the 'ideal' func-
y/n, •1!4'r ,) (4,65) tions described above. Then Equation 4.15 can be

solved for Y, as a series in s" to obtain the required
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Table IV-3. Summary of Transfer Functions

Expression

Function Generalized Drive Servo "right" Drive Servo

System output/input y/x Y 'Y r Ye

I + Y (sI-Y) s - Yr

System error/input e/x r r
I + Ys [+ YeY I+ Ye Yf3 .

Y Y V -System output/control I c c
input y/m I + Ys(iYr s - Yr

Rcenerated rates/target s rY e I reIrates zz/sx s I YS (s + Ye Yr )s(+Ye'Y

20871-SOSA

! .
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Figure 4-16. Elements of Regeneration Module 207.11737

high frequency characteristic. Y, can then be developed To carry out an actual system design the following
as a network with this high frequency asymptote and a procedure could be followed:
low frequency characteristic to provide an overall
satisfactory (i.e.. smooth and non-oscillatory) transient
response. a. Make a preliminary control design accor4ing to

the above ground rules, and ve;ify its operation
on the simulation, using the simplest operator

Some preliminary analyses indicate that a suitable model, i.e., Ke "' /s.form for Y, is simply A -I- B/s, in sequence with a
lead-lag network to compensate for servo lag if neces-
sary. The effective value of the integral term B/s is b. Construct a breadboard of the tracking unit
reduced by a term of opposite sign from Y,. and so B which can be operated by a human tracker, andwould be chosen larger than if the regenerative module perform a final verification of ease of control and

i were not in the system. satisfactory tracking accuracy.
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4.3.3 Improved Tracking and Regeneration smoothing and recursive smoothing with param-
Module for Simulation eters depending on target path characteristics.

In the AFAADS-I simulation the lag correcting 4,3.4 Dlsousslon
module exhibited a very slowly damped ripple (Figures
5.24 and 5-25 of the AFAADS-F report). Further Data flow is shown in Figure 4-17.
analysis revealed that this resulted from the fact that 4.3.4.1 Servo Lag Computation
the acceleration lag correction was computed from a
measure of acceleration obtained by differencing the There is no change from AFAADS-I, except that
regenerated angular velocities. This was an expedient range lag is omitted on the grounds that I) lag is a
intended to simplify the simulation. In fact the angular minor problem with ranging systems as compared with
accelerations can be computed directly from the angle tracking systems and 2) as shown in AFAADS-I j
smoothed linear velocity components by algorithms small range errors have a negligible effect on predic-
given in AFAADS-I. The effect of the differencing tion errors.
process., however, in the closed loop discrete computa-
tion with the shortest smoothing time (5-points, 0.4 Azimuth and elevation lag are computed as -
second smoothing) was to locate the largest characteris-
tic root in the complex z plane close to the unit circle. LA(t) - A(t)/K, + WA(t) - A(t - ")I /(KaA)
from which the poorly damped response resulted. L

Replacement of the differencing operation by direct
calculation of the regenerated acceleration at each
sample point eliminated the problem completely. The 4.3.4.2 Sevo I~g Correcion
corrected algorithm is applicable to any fire control The AFAADS-I problem resulted from the fact that I
system design. regenerated accelerations were obtained by differenc-

The revised tracking an'i regeneration module now ing regenerated angular rates. In the present module
incorporated in the simulation has the following char- the lag correction is computed as Iacterlsttcs:

a. The lag regeneration correction has been revised LCA(t) - Ar(t)/Kv + Ar(t)/Ka
to eliminate the objectionable ripple noted in .. U
AFAADS-l. Lce(t) a 'r(t)!Kv + er(t)IKa (4.69)

b. A better representation of radar glint is pro-

vided. These are obtained from smoothed linear positions I
c. The major improvement is the provision of a and velocities. Smoothed position is updated one inter-

capability to have the solution switch to regener- val to present position in each coordinate using
ated data when tracking loss is simulated, run on smoothed velocities, as before. Then angular velocities
regenerated data until tracking is assumed to be and accelerations are computed from rectangular posi-
resumed, and switch back to tracking data incur- tions and velocities only as was done for the gun
ring only the transients resulting from the dif- moduk (except for the time of flight terms) in
ference between regenerated data and tracking AFAADS-I.I
data at the point of resumed normal tracking.

d. This option is provided separately in range and 4,3.4.3 Rgenerted Functons
angle. This allows the effect of doppler nulls in The regenerated position elements in rectangulat I
either or both to be determined. It also allows the coordinates are
effect of ECM denying tange only to be deter-
mined. ISXr(t - + t •) VXA

e. The firing mode of Vigilante can also be simu- - )
lated by this mode (switch to regenerated rates, Y1(t) - (t +
fire on regenerated rates, resume tracking). - -A +

f. Retention of the lag computation and correction Zr(t) - Z(t -,A)+ VZA (4.70) I
allows future investigation of the interaction
between glint and servo bandwidth. Glint error is
reduced by narrow servo bandwidth, lag error is Angular velocities and accelerations are obtained
increased by narrow servo bandwidth, from the set of expressions (5.57)-(5.64), p. 5-21 of

g. The module allows options of both non-recursive AFAADS-I, namely

4-26 .1

I.



R .A yVx XV it can be provided without excessive complication.
r After some reflection, it has become apparent that

Dr r NV ZR, flight roughness can, in fact, be included in the Gins-
r r Rz berg simulation without extensive reprogramming. The

RrLr =Y> + actual programming is beyond the scope of the present
Yy x contracted effort, but the purpose of this note is to

DA I +record the approach for possible later inclusion.
(4.1) 4.4.1 Approach

First note that when the target is deliberately per-
P:RTAr -2krAr forming an evasive maneuver, even very low accelera-

tion maneuvers, the deviation from a predictable path
is so large that it will dominate whatever contribution

f) (ý)2Z (4.72)(to error might result from flight roughness.

3 On the other hand when the pilot is deliberately
e a- trying to fly an unaccelerated path, flight roughness

where the subscript (,) reers to the regenerated uan- will have a measurable effect which may be worth
ties. determining. On a straight line attack path for exam-

4.3.4.4 Interrupt and Recover pie, the combination of the effects of air turbulence at
.At .points the process switches fom low altitude and the pilot's attempt to keep his sight on

I- At ~~predeterminedponstepoessicefrm tremageeaesohsipetbtosaoute
inputs derived from the target to arget may enerate stochastc perturbaons about the
runs on regenerated data, then regeeate darg, mean flight path that would be of interest to view on
run switches back to target the simulation.path data.

The ... .... cFlight roughness, as a perturbation about the mean
Tne iterrupt can be applied either in range o r both flight path enters the system evaluation at two points.

angles ora l three .together. There dOeS not seem to be ..

any point at this time in providing for interrupt in a. It is a perturbation on the tracking data and
azimuth or elevation separately, therefore goes through the smoothing and pre-

ro te (Y .. .. t..(.7, diction elements and affects the predicted point
From the (t), Y,(0), Z(t) given y Equateon (4.70),.

A(t), e(t), and D(t) are obtained by the CTOP conver- " ....
sion. At interrupt these A, e, D replace the A, e, D b. It perturbs the flight path during time of flight
from tracking, and the system runs with its tail in its and thus affects the actual position of the aircraft
mouth like The Worm Ouroboros (Eddison). It has at the instant the shell reaches it.
been' verified by simulation operation that this mode .. ...bebsiltoora h ts mThese two effects are correlated. If flight roughness
functions successfully and the solution does not swal- deviations were completely uncorrelated across time of

low O itf and vanish. This mode has the avantage
that all of the filters remain loaded, and when normal flight, they could be included as two separate entries:

tracking resumes, it has only to adjust for the differ- one a e racker, one i te hi Copu . In actenc b e te w .. awe must consider the correlation across short times ofj ence between the new Data and the data it hasrenr- . . .. ..
atedr flight. Note that for very high correlation across time

of flight, the effect vanishes, since the same quantity
r 4.4 SIMULATION MODULE TO INCLUDE entered at the tracker is removed at the predicted

'FLIGHT ROUGHNESS' point. The result in general is that the effect of flight

In AFAADS- it was decided on the basis of an roughness cannot properly be inserted at either the
no roughnes..... . .....s eosis aatyss tracker or the predicted position alone, although one!J I not to include flght roughness in the simulation, since. . ...

it w conluddtht fightrouh sw I • "' could estimate the proper correction approximately at
was concluded that flight roughness would be a smallt ither point for a given system by analyses external to

source of error compared with other sources, at the the oint for .
relatively short times of flight of the AAADS tmuaon
weapon. The current Monte Carlo mode of the simulation is

Flight roughness is defined as that stochastic motion so well adapted to a ood treatment of flight rough-
oF irh t caus ed ai tgrtuloce. etc moio. ness, however, that a direct inclusion without approxi-othe aircraft caused by air turbulence, etc., whic mation seems to be preferable.
appears as a deviation from the smooth path com-
manded by the pilot. 4.4.2 Charasteristlas of Flight Roughness

Frankford has included flight roughness in in-house The first step is to generate the deviations from the
fire control evaluations in the past and it is desirable to mean flight path as caused by flight roughness. Availa-
include this capability as an option ir the simulation if ble data indicates tlat deviations along the flight path
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Figure 4-17. Radar Tracking, Noise, Smoothing and Regeneration Flow Diagram

can be neglected (although the following method al- senting tracking error. The system then operates as at j
lows their conclusion) and that deviations in a lateral present and processes the summed inputs as at present.
horizontal plane and in a vertical plane can each be The deviations from the mean flight path rerresent
described by a variance and an autoorrelation consist a stochastic series defining the aircraft's deviation
ing of a damped sinusoid, from its mean path in aircraft coordinates at each

These deviations are computed as a stochastic series point in time. Knowing the time of a particu!ar point
in a manner similar to that now used to generate the deviation triad can be extracted without reference
tracking noise, but with a different form of autocorre- to the target position at that point.
lation (not one-step Markov). There is no need to store past deviations after they

A gaussian random number distribution with unit have gone into the prediction computation. However,
variance is sampled as is done in present noise genera- the generation of the flight roughness series continues. I
tion, at the same intervals. The deviation in each one At the predicted point, when the time of closest ap-
of the three coordinates is then computed as proach is determined, the flight roughness series is

y(t) = a1Y(t-A)'t s2y(t-2A) + a3 n(t) (4.73) queried for the values at that time (interpolating if
necessary) and the values converted to appropriate

where n(t) is the sampled random number, and a), a2, coordinates are subtracted from the miss distances

aa are chosen to generate the right autocorrelation and computed on the mean flight path.
variance. (See the later section on, 'digital generation This gives the right answer.o r co lo red no ise '.) "' i i e h i h n w r

The three deviations at each point are resolved from The flow diagram of the computation is shown in
target heading coordinates to tracker coordinates and Figure 4-18 and the geometric representation is shown
added to the presently generated noise values repre- in Figure 4-19.
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SECTION S
"DATA SMOOTHING

The filters used in the AFAADSI simulation were measure of effectiveness. A preferred measure would
optimized for maximum variance reduction of white be derived from the probability of killing the target
"noise with a constant smoothing interval, i.e., memory during the available firing interval. Although this mea- -
time. sure can be quantified in terms of Markov processes,tI somewhat along the lines indicated in Section 3.1,

The present analysis examines the conseou-ences in- Th prk-m nalsis xamnesthe onsg,_,nce in analysis along these lines requires more effort than 3--
terms of filter design of imposing an additional con- aayi ln hs ie eursmr fottacould be devoted here. It would, however, allow in one"straint on the optimization, namely the integrated
mean square variance of the error during the initial optimization, consideration of correlation of prediction• error with time, Sun dispersion, and the distribution of
settling of the filter. An attempt is made to compro- expected firing time.
mise between this transient penalty function and the
reduction of variance or error resulting from tracking The method used in this section is to follow an
error in the steady state. app "` developed by Benedict and Border' and by

Sirr e'l Briefly, one establishes two demerit func-
The effect is to change the filter coefficients to place tion, a4 tollows:

greater weight on the most recent data. The fixed
memory discrete filter then resembles closely the recur- Measure time t from the instant of target acquisi-
sive filters generally known as a - v filters. tion. Define

A tentative conclusion is that the finite memory eCt.. - system error at time t.
filters have no fundamental advantage over the a - Initially e(t) consists principally of the initial tran-u algorithms when settling time is important. Since the sients, during the initial settling of the system. It then

a recursive fil!-% algorithms are well suited to continuous reduces to errors caused by tracking 'noise.' Let
parametric variation with target ath parameters such
as range, target velocity and acceleration, etc.. whereas D. - Variance of steady-state filter output for unit
parametric variations of the same kind can be applied mean square noise input. D. is the 'noise
to fixed memory filters only at the expense of computer demerit'
capacity. it ib concluded that the most profitable direc-

*- tion for additional filter analysis is the investigation of
situation-varying recursive filters. Ds f rn[,,(t)l 2 dt

1.1 FIXED MEMORY FILTERS S

This section develops expression for discrete, fixed
lenqth memory filters on the assumption that it is where e1(t) is the transient error in the absence of
desirable to seek a compromise between variance re- tracking noise.
duction aaid rapid settling. For a discrete filter with
specified interval Setween sample points, the fastest By increasing the value of the exponent 'm' the filter

- settling is obtairietl by using the minimum number of can be increasingly penalized for slow setaling.
points, one for poition. two for velocity, and three for The measure of effectivenecs of the filter is then
acceleration. Them filters provide no smoothing. On defined as 1?

the o~ner hand. as long as the target conforms to a J - Ds + h Dn (5.2)

speciW -','..iant derivative course, variance reduction
increases %.h the number of points and hence with where h makes the dimensions conformable, and ex-
the total smoothing time. For i fixed smoothing time. presses the relative importance to be applied to D,
as more poisits are added, with proportionately short- versus D,.
ened interval, there is increased variance reduction
until the sampling interval approaches the correlation For this analysis we take m - 0. The effe,'t of
time of *he noise, making m vcry large would be to se-emphasize the

contributions of the oldest filter points, and is roughly
If smoothing time i6 held constant, botO, the settling similar to setting h very small.

time and the varipnce reduction for a ;iven number of We consider the optimization of J for each deriva-::.. sample points can be changed, each at the expenme of" sampl the pointser, bycangibe cha e leashoat the, e e ofl tive class of filter separately. It appears that if we
theother,. b ctattempt a best ,.ompromse prediction unit as a whole,

the derived filter coef•cients will depen d explicitly on
In attempting to find a best compturr.t: between time of flight. This ib contrary to the case of simple

settling time and variance reductior, on%: - ust choose a variance reductian, where tlhe optimum prediction unit

ls-II ll lllllI I",
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is composed of separately optimized filters, and the For an acceleration filter
best coefficients do not depend on time of flight, as
long as one does not introduce the variation of track- n
ing noise variance with range. ,cj=0

Since in each prediction module, the performance
will be dominated by the highest derivative used, we
develop the coefficients for each set in terms of the best
compromise point for the highest derivative filter of
the set.

Although the following development is for discrete n
filters, an analogous process could be employed to T ic= 0
determine the weighting functions according to the 0same criteria for continuous filters.

For constant sampling interval A. and n +I data J
points, the filter algorithm is in general (for any
derivative),

A2 • j2 c. = 2.0 (5.7) Jn

y(N)- cjx(N.j) (5.3) 0

0

where x(N) is input at data point N and y(N) is the
developed output.

This expression can be conveniently written in terms 0.1.1 Soetling Time Demerit
of the z-transform as In the following development, the filter coefficients

are first optimized for unit sampling interval, and then I
n the correction to arbitrary sampling (constant) interval

y(z) - x(z) . cj zJ (5.4) is applied.
0 j

I A forcing function is applied to a filter i~ii'iiL7 at
rest, at t - 0. For a position filter it ij a unit steF; for

For all filters x(N) is taken as the position input, a velocity filter it is a ramp with unit slope; C7or an I
Constvaints acceleration filter it is a parabola with unit second
orapoitonfit derivative and zero intial position and slope.For & position filtzr i1

c* 1.0 (5.5) The expression for the filter error,- the transient,- is U
computed. Designate this I

e(k)
For a velocity filter i

n

The settling time demerit function is taken as

A jcj - l.O; A iFtheampinglinteval (5.6) Ds a (*(k)l 2  (5.8)

-5s.2 I



It is shown later that for non-recursive filters, D. Given a sum
can be written as n T=0s2 = I If(nT)] 2  (5.13)

Ds =a2 (5.9)I where f(nT) is the n'th sample in a sequence
whose transform is F(z). the sum can be obtained:• ~from -

"where the a, are functions of the filter c,; they are in
jfact the coetficients of z' in the z-transform of the
U error expression. -- - -

An increased penalty for slow settling can be im- 2nj JF@)F(z)z dz (f.14)
posed by basing D, on k'e(k). The corresponding r
z-transforms are (for E(k) - ke(k))

We wish to obtainIm 0ý E(z) i~ajz~j e

I m I, E t z D , le ( k ) ] 2  ( 5. 1 5)
m =; El(z) = jZ'J nuO

m• 2; E2(z) 1 2ajz'j (5.10) where the z-transform of e(k) is

However, in the present study we examine only the
case of m - 0. n-I az

To obtain D, we make use of the following: e(z) = ajz' ( 5.16)
0-

a. Cauchy Theorem for inversion of a particular
z-transform This it, obtained as

If the integral I is defined by

I ~kdz(S.11) Ds" J"- ajzf I F akz 1 Z 'dz

i 21rj (f5.17)

and if r is a closed contour that encloses the origin of If the term under the integral is expanded as a series

*the z plane then I will have values given by in e, and the Cauchy theorem is applied term by term.the only surviving terms will be those within the
brackets with product associated with 2. The result

1 0; k >-1 therefore is

j - ; k -i Ds- 0 =2 (5.18)

I 1 0; k <-I (5.12)0

5.1.2 Noise Varlanee Dmwit ,

b. Application to Sum of Squares of Sample Fc; white noise of unit rms value, it is wel known
Sequewce that the mean square error in .ilte output is

5-3



n Let z - x; multiply both sides of the above by l-x
Dn Y =(5.19) and equate coefficients orx'.

imo
If, now we spcify a funoin % -o

J a DS + X,*1 (S.2) a, C- C01

a2  -1-c0 -C1 * 2
where A is the relative value o noise nwdactiam com-
pared with sctling time- w, am obtis a best cmmpro-

mise filter iy choosing th c, so minimis J. n

5.1.3 Position Filter Oj Ck E Ck

Apply a step function at t w 0. It has the +]I
z-transform

(521 n-I n
an.-I - ck = -Ck +n

The z-transform of the filter response is k-Ok

C ¢n (5.24)

.L1  CJZ' (5.22)
j-0

with And as determined earlier I,no.o ' ; n-1
j-O I

Then n(
Dn - C j (225

n 0

e(z) Z- C.z. ao+ + an.i z<n'l); exactly

It is corvenlent to continue from this point using
(5.23) matrix notation.

I

IS

MM
ii i I



3 We have We wish to minimize

(5.26) J Ds + .Dn (5.32)

whence and to do this we apply the operator

Slao ' -an-.I (c) .c- - [i 00 1
I 1 0.

(5.27) vc a/ac2

AT cT a/ac 3AT = TR

U Now n-l

D t. I, aia cnID, - •aj:a2

2087 1606

Ds- ATA CTRRTC (5.28)

The constraint on the cj is

n Set 70J -0 and obtaini
.0

0[RRT + XUUT + X 11 C. U . 0 (5.33)

so that +UUT+X-1RRTIC.Uw0 (5.34)

I o+CTu 1.0; UT 1 1 ... I1 (5.29)n terms C ( + UUT + XI RRTI-1 U (5.35)

since

D C2+ cTc (5.30)
Dn 0

substituting for co 2  
This is the desired result.

If X - a the solution should reduce to the known
Dn i - 2 cTu * CTuuTc +cTc (5.31) least squares solution. Observe that

35-



andan

[II + UUT]I- ,, I. UUT + UUT UUT :

- UUT UUT UUT. - The input to the filter, however, is a ramp input in

, 1. UUT + n UUT. n2 UUT +... position, also zero at j 0, with the transform

_iUUT (1 n1'n 2 -,-
,!. . T (I .n nz (5...)- Iuu(I+ n)"! (5.36) •(.0

Then i

C - 11 + UUT] -I U
The z-transform of the filter error in measuring

C U. U JuuTU (I + n)-I velocity is therefore I
e(z) E -• zJ (5.41)

SU I. nj(1 *n ) Dsga xz- 1) (z- I) 0

UDesignate X( "I and expand Equation (5.41)

n+e I -x(l +co) -2x2 cl. xn+Icn

IIwhich is the known least squares solution. e() a2

(5.42)
In view of the constraints and the limit conditions

5.1.4 Voloolty Filter for the z-transform we know that the numerator of

this expression will be exactly divisible by the denomi-

The constraints rot a velocity algorithm are nator. Hence c' ~n i
o 0 (x) s ao+alx+'+a Xn.lX' (5.43)

n *i .1.0 (5.38) Equating Equations (5 A2) and (5.43)

0
"I -(I +e] " -I.02 c538x. 3 ix+I -X2 ax

Apply a unit step in velocity at j , 0. This has the
trans orm (5,44)

5-
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SEquating coefficients Now since
at

n-I
SDs aj2

' ~ ~ 8 a 1-c0  u
a I- 240- cwe can write

a2 - I - 1+cTcc

a3  1 -3c,-2c1 -c2

"-"n where 9 M MT;•

i " 1- JO.k)ck's-E(kJk wee,
0 ko Now

" n-2n

an-I I -F,(n-l-k)ck Dn = cj2
0 j-o0;

and the velocity filter has the constraints, for unit sampling
0 interval "-|0

Cn (5.45) a

Wj c.O j 0,

Ii ~iCj =l0
; We obtain, therefore

.. ': n

n(5.49)
aj (k-j)ck (5.46)

kmj We can handle the constraints by adjoining terms

with Lagrangian multipliers, however the computa-
and ao 1,0 tions seem to be more concise if we use the constraints

We can write, therefore, in matrix notation to eliminate c,2 and c12 in the expression for D.
T I The constraints can be expressed as

IA la I an .] I [c 2 " ' 'cn ) 1 0 0 0

2 1 0 0 co+cl+CTU O; UT 1I I1 ". (5.50)
IA -3210

:L4 ....3 2 1 Ci +c+cT[D+U],=- -1.0; DT= I( 23"..] (5.51)

and theme can be inserted in the Dn expression to yield

Dn 0 CTNC+2+2CT[2D+U] (5.52)

AT CT M (5.48)
N DDT+IDtU] [I+U]f+l

Note R2, where R is the triangular matrix Then as before
"" with t nents used in the position filter

r express J - Ds + XDn (5.53)

5.7
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.4 Apply the operator n.(.x)2 -( (I I- x)(0l/2) 2 cjxj

LV* 0

+ aI
o + aoa +.nIxn+(5.59)

Uet c Performing the long division and equating
set rc J -0 and obtain coefimcients

C = IB+XN]' 12D+UIX (5.54)

which is the desired result.
a, - I -(1/2)co

5.1.5 Aoogleretlon Filter
0 a2 I , (1/2)(4Co4.C,)

Apply a unit step function in acceleration at t- Oc
It has a z-transform a4 1 112) (16c + 9c + 4c2 + C3)

z 5 - 5 ( 5 ,6 0 )

The input is in position, however, which for unit so that in general

acceleration grows at 1/2 e. The position z-transform
aj = I (1/2) -k)2 ck j 1 (5.61)

l(j K.k

(I/2) z (z + I) (556) and using the three constraints this can be written
S~(z - 03n

(z-, ) aj (I/2) 1 (kj) 2 ck j~ l

, k-j

so that the z-transform of the filter transient error is
an'1 (1/2) Cr (5.62)

t -(I/2) . (5.57) We can write, therefore in matrix notation
z-2 [a2 an.1] 1 0/2030 1

S1 00 4

The filter constaints ror unit sampling interval are 9/243.1n][n 16 9 4 1

;j 0

0
Now AT ,(I/2)CTE (5.63)

n-I
n 

D

j2cj 2.0 (5.58) D22

Because of the constraints we can write the z*trans- I + ( - Co)2 + ATA (5.64)

form of the Illter transient error as a polynominal in
z'. Write X - z' as a convenience, whence and

3•4
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n
n c 2  Substituting into D

Dn 6 - CT 16S+12D+2U] +(1/4)CTFC

C 0 2 + C12 + C 2
2 + C T c (5.65) F - [S+D] [S+DIT + 4 IS + 2DI IS + 2D]T

+ IS + 2U + 3D] IS + 2U + 3DI T + 41

5 Designate the function

The three constraints provide the values of c,, cl, c2 . n= Ds XDn

They are and apply the operator

co+c 1 +c 2 +C T U 0 UT - [1. i,

I c I+ 2c 2 +CT[2U+DI " 0 DT - 11 2 3--.] n.]

CI +4c 2 +CT[S+4D+4U] 2 ST - (1 4 9 16 ...J Ia

1 (5.66)

From these, '€l 0 (5.69)

I c) U I -(I/2)CTIS+DI

c! a .2+CTIS*2D]

SC2 1 - (I/2)C•TS + 2U + 3D] (5.67) The result is

(G+ AF] C = 4X13S+6D+U1
i C 4= 4[G + XFI'13S +6D +U1

Substituting into D( 5.70)

T TTEETC in the limit as A - -the expression becomes

= i +(l/4)CT[IS+DIIS+DIT +EET]C C - 4F'113S+6D+U] (5.71)

I+(1/4) cTGC (5.68) which is the least squares solution for zero settling

time demerit.

II
1A

!

. _I
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5.1.6 Correction of Coefficients for Woo-Unit Position (JI p)J a (444%D5 + (V.A)Dn1lSampling Interval Veoct lj/l, &X/,[s Q/nD
Velocity ,o,( 1/5 .) , ( {o )[D1

piing interval and let b1 be the corresponding coeffi- Acceleration (J8 IX) = (£).I15) s l + (•IAS)Dn]
cients for a sampling interval A. Then for the threefilter types we have the following correspondence. (5.73)

Position Filter: bjp = cip; invariant with The expressions in brackets are identical with those I
sampling previously used to obtain the best compromise coeffi-
interval cients as a function of A. except that now, after

obtaining the D,, D,, we replace X by IAX/. and
Velocity Filter: bjy cjvl optimize the full term on the right. There will be an

optimum in each ase, except for position, for which

Acceleration Filter: b. = c. (5.72) J/h. increases uniformly as A is reduced. In practice 3
it =j2 this increase is limited by the serial correlation of noise

which limits the size of the interval allowing the white
5.1.7 Modification of Optimization Function for noise approximation to be used.
Mon-Unit Interval Ii turns out that for the velocity and the acceleration I

filters the optimum set of coefficients is close to the set
If we reworked the optimizations of the preceding obtained if the settling time demerit is ignored, i.e.. X

paragraphs using filters with non-unit sampling inter- is very large. We can obtain an estimate of X /,A/) in U
val, we should find, on substituting the bh for r, that in each case, which is close to the optimum, by assuming
the case of D,, the a, values are unchanged, the inclu- that D./D. is constant in the region of the optimum
sion of A in the input function just cancelling the A and equal to their values for ) - ". The values are
modifying the q. This is to be expected, the system
response to a step input is changed only by scaling the
time scale and not the amplitude. However, since D, is Velocity (A/A3)- ý 1/2 Urn (D. l/Dn iv
effectively the integrated mean square error in settling ,
over time, it will be proportional to A. Henrte we have
the following conversions. D., D., are the values for 5celeration (X/AS)" _ 1/4 Urn (DsI/Dni)a
unit sampling interval; D,, D1. are the values for sam-
pling interval as shown in Table V- I. (5.74)

Having performcd the second optimization over A
Table %1-1. Sampling Interval Corrections one obtains a set of coefficients which is uniquely

preferred for the specific filter function, and the only I
effect of varying X, for a given number of sample

Filter points, is to vary the sampling interval.

Position Velocity Acceleration 5.1.9 Comparing Fiites for Different X
Do Dal Dal /A12 Dnl/A4 To put filters with different numbers of points on a

common basis they should be referretd to the same

Ds W5t d~il ~Dtl Imemory time, or smoothing time, J
T - (n-I )6, where there are n &ample points.

20871-506 A comparison of J./AI's for several velocity f.Iters on
this basis is given in Figure S-I. .

For the optimum set of filter coefcients in eazh cae
for the veloci filter, a comparison has been made by

5.1.8 Effect of Varying the Sampling interval normalizing them to the same smoothing time, and

adjusting the magnitudes in each cae, according to
The sampling interval is a disposable variable which Equation (5.196) of the AFAADS-I report, so that for

may be adjusted for optimization. For the three rilters, the case of zero settling time demerit, all coefficients
with sampling interval A, we may write would lie on the same traipht line. The compuison is

5-10
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Figure 6-1. Comparison of Velocity Filter Performance Criteria

Sshown in Figure 5-2. For the two point filter, no 5.1.12 Poeition Filter Lag to Constant Velocity
optimization is possible and its two points lie at the I
ends of the reference line. The multiple point filters The correction has the dimensions at time, and is
show a common pattern, with increased weighting of designated T7,1. !
the more recent points, at the expense of the oldest Apply a ramp input, which has the z-transform

S~points.

5 1 .1.10 Example of Coefficient Variation with k AZ/(Z- 1)2 (5.75)

The computation of the filter coefficients was done The z-transform of the response error of a position
by a computer program. For a 4-point filter the com- filter is
putation can be done by hand, and before program-

ming the algorithms, the following results, shown in
Table V-2 were obtained by slide rule computation. e(z) - Az/lz - 1)2 - c(z (5.76)

Note that when k - 0. and we place very griat 0I1 importance on settling, for constant A. the method
discards all points except the two most recent, as would
be expected. and the steady-state error when the filter has settled is

I Taole V-3 shows the optimization with Q% /As).
5.1.11 Lag Corrotlone

The position filter, as defined by the coefficients
I previously obtained, develops a lag when subjected to a

constant velocity and/or constant acceleration input. E(w) - im (z - l)E(z)
The velocity filter develops a lag when subjected to a z. 1.0
constant acceleration inpuat. These lags are corrected byn
adding to 'ach set of ilter coefficients, a set of coe-ffi - Urn - Zc z (5.77)
cients proportional to those of the next higher erivu-
tive filter. The correction ;s developed as o lows. 1

5.11



n
but we have already obtained this z function as the (T )2  . (&'/2) , j 2b~. (.4
polynominal P/a j-

A~no+...Snlz'(nl)"](5.79) !

and so the lag error is simply obtained from where it must be remembered that the correction for
velocity is separately applied. 5

n- C(9 5.1. 15 Prediction Algorithm
wee . The prediction Algorithm is0

whence ,Xp =' xo + vot p + (I /2)ao t p2 (5.85)

T n (580) where a -a - smoothed estimate of acceleration.
Tp/V • (5.80) Now

vo  + v+aTv/a

5.1.13 Velocity Filter Lag to Constant 2 I
Aooeleration xo a 2i + Yo Tp/a +a Tp/a

The steps are identical with those followed in deter-
mining the lag of the position filter to velocity, but the + v Tpa + i(Tv/aTp/v + Tp/a 2 ) (5.86)
algetra is more lengthy and will be abbreviated here.

Apply a step acceleration of unit mapnitude. It and the complete prediction algorithm is
generates the following z-transform in position input xp 1= [(+ vTp/v) + vtp] + .(t p 2/2)n

(112) .2 z(Z+( 1) (5.81) 3(z- 03 + tpTv/ 1 + Tv/aTp/v + Tp/ -2] (5.87)

The steady-state error of the filter is designated T,,. where the first bracket contains the terms us:d in
and is given by constant velocity prediction, and the second bracket I

Az contains the terms used in constant acceleration

T,& U z - 1 z) 2 prediction.
If there is no acceleration component in prediction,n the prediction expression is

(12) 2 Z(z bjzJ (5.82) x = +V t (5.88)
-( /)2 z p o opY,)" predicted position

This reduces, after some algebra, to t - lime of nlgh
x. - smoothed present position corrected for lag

n
T -(A 2 12) 2 b (5.83) v. - smoothed velocity

jul and if

5.1.14 Position Filter Lag to Constant x - smoothed present position without lag correc-
Aocelerstion tion

The lag has the dimensions of (timef. and is desig- v - smoothed velocity
nated (T,,,)'. Since the lag increases indefinitely with - o v o - T ( )
time the limiting expression for the z-transform cannot 0 o oa pv (5.)
be applied directly. If the correction for velocity laf is and the velocity let correction can be made an integral
applied, however, the residual error to acceleration p
does reach a constant value. The allebraic reductions par of the smoothed position computai-on by
then yield (bpj)c o bpj + Tp/v bvj (5-90)

5-12
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Figure 5-2. Comparison of Coefficients for Beet Compromise Velocity Filter

where the b,. h, are the coefficients of the uncorrected Position Filter:
position and the velocity filter, respectively. Tp * - n A/2 a T1/2

T2,5. 1. 111111 Coefficientfor Lem 8ueres Fihes Tp/ / 1A2 12)n(2n+) + " -T, 216
(Note that this term is negative)

I As a check on the previous expressinns. the lag
coefficients are computed for the least squares filters Velocity Filter

(X -) for which the results are known and were given PI

I in AFAADS-l. Tv/a n A/2 Ts!/2
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The prediction algorithm is (T1 + T2 )2 " 2TIT 2  (5.94)

Xp + v itp + (Ts/2] + (1/2)! [tP2 and the corresponding transfer function is

+ VpT + (T,2/6) W*(s) A s"= (T95 +T•

I + As + (A2 /2)s 2  T +T2  (59)

20871"607 I

as given in AFAADS-I (Vol. 11, p. 4-3).

5.1.17 Analog Filter For all values of A. this filter has a slight overshoot

function in its response corresponding to a damping ratio

W(s) s + sT2) a d/dt (5.91) (1/2)" - 0.707

The variance reduction for white noise input is Hence, as one varies A, the shape of the filter re- I
sponse to a transient is unchanged, but the time scale
depends on X. If one desired to vary the filter value

Dn = I (5.92) parameter J with slant range, for example, one would

D =(T + T2 )(TIT 2) make A a function of range, but preserve the relation-
ship, Equation (5,94). This is the same conclusion

arnd the settling time demerit is reached by Benedict and Bordner.

T12 +-2TT 2 + T2 2 (5.93) 5.1.18 Gonwallation
Instead of beginning with a specified filter structure.

The value function such as Equation (5.91), the problem can be formu-
lated in more general terms, with the weighting func-

tion of the best compromise filter determined as an

I n n output. It appears that the problem can be solved by
the Marshafl-Yovits'nmethods (and no doubt others as

is minimized when well), and the approach is sketched below. I

I5
I
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If x(t) is a function satisfying conditions inherent in J s+ NXDnI stable filter design, the integral

Jx()J ' dt (5.96) 2rrJi f~ 1 lFj)
2

can be obtained by Parseval's theorem from + ,2NMw') I F(ŽJ-)1 2  d

J a (5.102)

0I270 x(-jcw)xOw~) dw This can be done by applying calculus of variations
0 and utilizing the additional conditions that F(jw) must

be physically realizable.

00 Note that the settling demerit can be given higher
lf(27r)J I x~w) 12 dw (S.97) penalties for slow se~tling by multiplying e(t) by t',

1.0 and that this does not appear to complicate the prob-
where x (jw) is the Fourier transform of x(t). lem, which can be solved in terms of 'in.'

If for xQt) we take the transient error of a filter in In addition, the usual problem with filters uncon-I. response to a step input, zero for t<0, we can utilize strained as to the kngth of their memory (one gets
this integral. very long memory times if there is no penalty for

Consider a velocity filter, with transfer function them) is avoided by the settling time penalty.
Y(s). For small s this must reduce to s so~ we can write, Assuming that the solution turns out to be relatively
'n terms of a new function F(s). concise it provides a standard against which to design

Y(s) a s F(s) (5.98) both discrete and-analog filters.

Apply a step function in velocity (transform I /s) as However, for present purposes, it is not anticipatedI a ramp function in position (transform I/s?) to the that additional insight over that obtained by analysis
filter. The transform of the error is of the discrete filters would be sufficient to justify

further investigation at this time.

1 / -(I Sý) sF~) I Fs) 5.9) 5.2 RECURSIVE FILTERS
I/s.(~/~) sF~s) 1 Fs) (99) Recursive filters have the advantage ovzr fixed mem-

ory filters in that they require less memory for compu-
tation. For example, the simple algorithm

The mean square integrated error (transient) is then !(i) - 0' xj) +(0 -a') 10-) (5.103)
requires that only the most recent value of a be stored.

W) 2 This algorithm weights past data exponentially. i.e., as
Ds 1/21tr 71 dw (5.100) a'.

Inclusion of a few additional terms in the algorithmI (possibly only one or two) allows improved shaping of
the weighting coefficients so that the effect of the older
points on the current estimate is reduced over that

Let position noise have the power spectral density resulting from the simple algorithm.
NWa,). Then the noise output of the filter is Recursive filters are particularly well suited to varia-

D 1121 it cINw2 FOljw) 12 dui (5. 10 1) tion of the elfective smoothing with other parameters
n ~ 2 f 2  such as range. In Equation (5.103) for example. to

- OD provide increased smoothing at lone ranges. onlya
We wish to minimize need be varied with range.



Table V-2. Effect of X on Coefficients for 4-Point Filter

S0 0.5 0.707 1.0 2.0 3.0 4.0 5.0 0

c0 1.0 0.58 0.53 0.48 0.41 0.38 0.36 0.35 0.30 .

-1.0 -0.25 -0.18 -0.12 -0.03 0.01 0.03 0.04 0.10

c2 0.0 -0.25 -0.23 -0.21 -0.17 -0.15 -0.14 -0.13 -0.10

c3 0.0 -0.08 -0.12 -0.15 -0.21 -0.24 -0.25 -0.26 -0.30

Dn 2.0 0.48 0.37 0.3 1 0.24 0.22 0.21 0.21 0.20

D 1.0 1.18 1.23 1.29 1.39 1.45 1.47 1.49 1.58

20871-507

Table V-3. Optimization of Filter with L/A3)

0/A 3 0.5 0.707 1.0 2.0 3.0 4.0 5.0 8.0 1

j/0,/3 ( 1.79 1.68 1.60 1.48 1.46 1.46 1.47 1.59 • I
20871-508

Time has not permitted a comprehensive analysis of x(j) - one step prediction of x(j) based on past
recursive filters, however the characteristics of the smoothed position and velocity
'alpha-beta' algorithms developed for radar tracking
are reviewed in the following paragraph.

These algorithms were designed for use with track- , - smoothed position atj I
*,hile-scan radars, hence incorporate a one-point pre-
diction which allows them to track through missed
data points. They can therefore be used in regenerative 1
A.l:,')ri:hm designs. The coefficient shaping is optimum X (J) - smoothed velocity at j
for irmcking; A has not been verified that the same
e would he optimum for prediction to many

tumes the sample interval as is required in predicted a- W constants
fire. Conversely, there is no a priori reason to doubt
their applicability.

Unlike Equation (5.103) the z-transforms have two The 'afB' algorithms are
poles, and so there is another degree of freedom in
coefficient optimization.

The basic references are Benedict and Bordner'. x(j) X (3)+ &aix(3.)-Xp(3)]
Simpson2. and Neal.

The following material describes the position and 0(i) (.1)+( WA) Ix(3)-x(j)] .'
velocity algorithms of the alpha-beta filters.

Let Xp~jl 10 !3: 5t

x1) - position measurement at the j'th time instant
(input) Taking z-transforms and solving separately for x

- sampling interval and y. we obtain
5-16



x(z) = x(z) a* ({ " )z' Velocity: ev(z) =2 [v (z)/X(z)

I - z (2-o- aP) + z' 2 (l -o)

z(z-I +o)
v(z)A = x(2)-- (lz1z2z2o-)(-)

v~~~ ~ Ma' =(2 0- -1 Z2) .'( z(-o)- +(
'I (2. a - + z-2 ( 0( ) and it is clear that (5.108)

Lim (z-l)ev(z) = 0
z 1za +(0)] z-1

z 2. z(2 - a - )+ (1 - ) subject to the stability requirement, so that the steady-
state velocity error for constant velocity input is zero.

(5.2.2 Noise Variance Demerit

From Jury's tables6 , for white noise of unit variance
(5.106)

5.2.1 Transient Errors Position Dnp = (4.2a3- ()

Now apply a ramp input in position with unit slope.
It has the z-transform 202Velocity Dnv = A2 (51l0)

72 a(4-2a.-0)

ix(z) a (Z_1) 5.2.3 Settling Time Demerit(z.l)2

We would like to minimize the integrated mean
square error of the system during its initial transient,

20871.608 subject to a requirement for variance reduction. In
position, for example, we could invert the e;(z) func-
tion and obtain the e,(j). Then

In the steady-state the position element of the filter
should equal the input; the velocity element should
output a unit velocity. The error transforms are
therefore E [ep 0)]

j=0

Position e (z) = _ [i z [zk'+ (P-o)] ] 20871-609

P (z.I) 2  z2. z(2 cr. P)+(l - ot) would sum the mean square error at the sample points.
However the system is operating in real time, and for

Az(l .o) the same value of the sum above, a large value of A

(2. z+(I or) will be less advantageous than a small value. What we
T. error at t, -+ is oa as (5.107) want is the discrete analog ofI The error at t - m is obtained as

e eP( c) - Lim (z -1) ep(z) C0 le(t), 2
Z-1 f dt

I and this is seen to b, zero as long as the denominator

is non-zero at z - I (The roots of the denominator 20871-610
must, of course, lie within the unit circle in the com-

~ plex plane for stability.)
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The settling time demerit is therefore taken as a - 3/4; 8 - 5/4; a a 1/7 and the velocity coef-
ficients may be compared with those in Figure 5-2 for

c the finite memory filter.
Ds A cp•&) 2  (S. I*I ) 5.2.5 Recursive Filter for Acceleration

j-0 Extensions of the Benedict and Bcrdner work to
This differs by the factor A from the B&B settling filters including an acceleration component have been

demerit. In the present note we are considering A as made by Simpson' and Neal. With the in~clusion of
an adjustable parameter as well as a, the acceleration element, the filters arc described by

three parameters and the sampling interval. The work
"Th, D, can be obtained from the e(z) by Jury's of Simpson and Neal leads to two functional relation-

tables. They are ships among the parameters for a best compromise

(2 I a)2  filter. The remaining parameter can be adjusted ac-
r (2- a'A (1 ) (5.12a0 cording to the desired equivalent smoothing time.Pu ion (4. 2a.As noted earlier, these analyses are concerned with

filters for tracking systems, and the maximum predic-
tion required is only one sampling interval. This allows

a2 (2 -a)i 2 (I -a) the tracker to carry through missed data points. For
DW A aj3(4-2a-0) the anti-aircraft problem much greater prediction in- i

tervals are required. and the problem and the optimi-
(5.113) zations need to be reviewed from that point of view.

5.2.4 Effective Weighting by Aperlodic Filter 5.3 RECURSIVE FILTERS WITH TIME VARYING
Except for the explicit inclusion of the sampling COEFFICIENTS

interval the above expression are identical with those
of Benedict and Bordner, who find for a unit sampling As has been noted, for a high performance tracking
interval that the best compromise filters are obtained radar at the anti-aircraft gun ranges of current inter-
with a relation between P and a. est, the tracking accuracy tends to be limited by glint,

a2  (5.1 which in turn has a standard deviation proportional to
Ti2s-a) (5.114) the target dimension. As a result, the standard devia-

This corresponds to a slightly oscillatory transient tion of tracking error in meters is expected to be
response of the filter. There has not been time in the relatively constant with range, provided that servo
present sttidy to confirm the optimum or to investigate problems caused by high angular derivatives at short
the effect af changing 4. range are circumvented.

The filter would be aperiodic iif A similar situation is believed to exist with human
operator tracking. Conventional approximations make
the mil error proportional to angular velocity, so that I

= (2-a) + 2(1-a)1/ 2  the linear error changes slowly with range.

a 2112. (o ) For a fixed smoothing time, the measured linear
velocity used for prediction is therefore expected to
vary only slowly with range, and is proportional to a,/

and the two roots in the z-transform would be T, where T, is smoothing time. A rough approximation
to the variance of the predict;on error resulting from

z,2 - (I-a)1/ 2 M a (5.116) tracking error is, consequently (for velocity smoothing
The response to a unit impulse gives us the equiva- only)

lent weighting coefficients applied by the filter, and for
ne aperiodic filter, inverting Equation (5.106). I

Wv(J) = z [t4l)aJ .jag1 j for the velocity filter 'p 2 . oT02 [1 + 2(tp/1.t) + 2(tp/TS)2 1

W P a (j+l)ai + (j-al)ja" 1 for the position filter (5.118)

(5.117) 1:
which increases with time of flight and therefore with

These have been plotted in Figure 5-3 for A - I; slant range. A constant T, is a compromise which can
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Figure 5-3. Equivalent Coefficients of Recursive Aperiodic Filters

S be too large at very short range and too small at long where L - lead angle, o - angular velocity, and 1 -
range. time of flight. The smoothing time constant is at •, and

a - 0.20 - 0.50 depending on the design, hence

It is therefore considered desirable to make T, an smoothing increased with time of flight.
increasing function of slant range. With good informa The MA4, M-7 director family computed Iead in
tion on actual target attack paths one could also con- X COO~dinates as
sider varying T, with other path parameters, but for

*! p resent purposes the approach is adequately described
by considering a variation with range. atp dXL/dt + XL (dXo/dt) t a 1i13

This is not a riew concept. The well known gy-
rosights compute lead according to the expression (5.120)

at~ dLdt + L tp + (5.119) However, the above algorithms suffer trom a system-
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atir error proportional to the rate of change of time of The solution of
flight. For example, to terms in do-Idt, the M.7
computed dy/dt - A y can be written

XL = (dXo/dt)tpIl + a dtp/dt[" y(t) = *(t, to) y(O) (5.127)

(5.121) 1
This error was first discovered in dynamic tester

runs with the M-7. Even against World War il targets
it was of significa.nt magnitude on the receding leg of"
".he target path. where 0(t. t,) is designated the state transition matrix of the

The above lag problem is completely by-passed by system
performing the smoothing operation and the lead
computation in two steps. For example, if, in the M-7 (t, 0) = L(t) (5.128)
the algori'nms had been

at rdV x/dt + . x = dXo/dt

X, = Vx tp (5.122)

V. would have settled without lag to dX./dt on an It is the solution of
unacoql'rated target and lead would have been prop- t
erly computed. d/dt [O(t, to)] = A(t) 0(t, t,) 0(t,, to) =

Fot reference we note the state space formulation of
the filter differential equations for analogue filters withtime varying coefficients. Write the system matrix (5.129)

differential equation as
dx/dt - A(t) x(t) + B(t) u(t) ((5.123)1

where x(t) is the system state vectorm and A(t) is the
.system matrix.' u(t) is the input function.

The solution of (I) is The state transition matrix has the following properties

t 0•(to' tl)€•(tt 2) = *•(to, t2 ) j
x(t) = L(t) x(O) + L(t) L L'1(s) B(s) u(s) ds

0(5.124) 0(t 1 , to) = 0 (to, t1 )

where L(t) Is a solution of 0(tI. to) o")LI(to) (5.130)

dL/dt = AL;L(0)= I (5.125) j

and L" I(t) is a solution of the adjoin( equation Then

dL' /dt • A' L'I;L'1 (0) = I (5,126) x(t) = ¢(t, to)x(to) +Jf 0,t, s)h-'s) u(s) ds

aid A*(t) is the conjugate transpose of A(t) (5.131)
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If we designate ) t) - B(t)u(t) . - the system input, The latter case i! of interest in the present application
!et t, - 0, and let S , t-s of making smoot:ing time proportional to slant range.

When f(t) - a + t.

.t a ! ftYJo = Y(O + x(s) ds

x(t) = 0(t.O)x(O) +j y(t.S)O(t, t-S) dS y) yO a+tJ 3

(5.132) (5.136)

The operational concept was t'-at after target acqui-
The first term represents the initial transient of the sition, f(t) would be allowed to vary as a + t. a could be

system. o is the weig';-ing function which is applied to very small, and the initial transient would decay as [I
y(t). + (t/al'. The weighting function over t is very close to
yI) a uniform ameraging. which is optimum for white

If we consider only the system response to noise, and noise.
u(s) is an approprittely defined 'white' noise vector, To display the solutici for f(t) - kD, consider a
the variance matrix as a function of time is obtained direct incoming target fl),g down the line of sigh,, at
by solving velocity V i.) that dD/dt - -V. Change the variable of

dP/dt -AP + PAT + BQBT (5.133) integration to D.

where Q - I in the present application. Consider a target acquired at D. and tracked to D,.
Since K has the dimensions of velocity, define K - V,

A similar set of expressions can be written for a
discrete system.

For the simple case of a one-dimensional analog y(D) a y(Do)(D ID }Vs/V x(z) d(zVs/V);
filter with time varying coefficient i = 10

q(t) dy/dx + y - x (5.134) z - D/D 1

y(t) - filter output

x(t) - variable to be smoothed (5.137)

x(t) is assumed to be a variable such as a measure- For a numerical example, let v, - 1000 meters/
ment of a rectangular coordinate component second so that the smoothing time constant is 2.0
of target velocity which has a constant mean seconds at 2000 meters. Consider a target acquired at
but is perturbed by noise which has zero 2C00 meters and tracked to 1000 meters, and a target
mean velocity of 250 meters/second. At 1000 meters the

i The solution of Equation (5.134) is inial transient will have decayed to

y(1) z y(O)e 0f(s)]'i ds (5.135) (1/2)' - 0.0625 of its original value
whereas with constant smoothing time constant T -

t Ifs)]' ds josj~u)] du2.0 seconds, it would have decayed to 0. 136.
+e"oif(s)- ds fto[flu)I' du x(s) As a point of departure for the development of

,,, ds recursive filters with parameters varying with range or[fA other engagement parameters it is proposed that the
applicability of a*g-a to the predicted fire problem be

We note two simple cases: (I) f(t) - a+t and confirmed, with a determination of best compromise
(2) f(t) - kD where D is slant range. The former filter shape, defining all of the disposable par, meters
case had some popularity in World War Ir" for appli- in terms of a single parameter. This last parameter
cation to very long range anti-aircraft systems when would then be made a function of the appropriate
very long non-maneuvering target paths were expected. tactical variable, such as slant range.
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I SECTION 6
PREDICTION

I This section represents the analyses of a number of (2) Disturbed Reticle Lead Computing Gyro
prediction algorithms. These range from a sophisti- Sights
cated system using corrections based on actual mea- (a) Without empirical corrections.
surements of projectile miss distance to barrage fire.
7The types analyzed by no means exhaust the lia of (b) With empirical corrections (Vulcan XM-
possible algorithms, nor are the analyses carried to 61).
completion in all cases. It had been hoped to parallel S. Complete Solutions for Unaccelerated Targets
the analyses with computer simulations but this has not
been possible within the resources available in the (1) Almost all World War !1 heavy gun fire con-
present effort. trol systems, including the M-4 and M-9,

g 6.1 CATEGORIES OF FIRE CONTROL SYSTEMS M-10 series (U.S.).

In the following paragraphs fire control systems for (2) Vigilante fire control system. o

predicted fire weapons are cateorized, from the sim- h. Complete Solutions with Corrections for Target
plat to the most sophisticatedl list is incomplete. Acceleration
and since there are so many descriptors needed to (1) U.S. M-33 system for heavy antiaircraft guns.
completely describe a fire control system, the emphasis (

i is on the method of prediction. Examples of each (2) Current Superfledermaus (correction for tar-
category are given. The categories are: get acceleration in dive, or 3-D curvature

a. Barrage Fire options).
i. Solutions Using Corrections Based On Projectile

(i) 'Umbrella' Remagen Defense. Miss Distance Measurements
(2) 'Box Barrage' Malta Defense. Guns are laWd (I) US. Navy Phalanx.

on predetemined orders and the target flies j. Solutions Using Internally Generated 'Synthetic
into th Tracers"

b. Simple Tracker Control. The weapon fires tracer (1) US. Air Force 'Snap-Shoot' Concept.
ammunition and the gunner attempts to pass thetracer stream through the target. Although not a prediction function, the provision of

regenerative tracking is considered to be essential for
c. Ring Sight (or speed ring reticle projected in high performance short r., ,e weapons. Regenerative

reflex sight). Gunner attempts to track with the tracking has been used in US. Navy fire control sys-
target on a specified speed ring, target axis tems for about S0 years, beginning with tte Mk I
pointed at sight center. computer. It was employed in the US. Army Vigilante

d. Course and Speed Type Sights system, and is currently used in the Superfledermaus.

(1) Stiukey Stick. Peca Sight. A sight operator 0.2 PREDICTION USING CORRECTIONS FROMI aligns a bar to the target apparent angle and PROJECTILE TRACKING
sets in 'speed dick' increments for lead. One of the most interesting contributions of modern

(2) Course and Speed Sight, M-38. A sight opera- technology to the predicted fire problem is the poten-
tor sets estimated target speed and aligns a "I Of tracking the projectiles, measuring their miss
miniature target indicator with the real target distances at the target, and applying appropriate cor-
heading and dive angle. recons to the fire control system.

e. Rate by Time with Estimated Range degree this kind of observation has always
e beta possible by visual observation of tracer rounds or

(I) The original Kerrison predictor. by visual observation of the burst of t'-ne fuzed projec-
) Fife control ocurrent British Falon. AgU. dtiles. The usefulness of the method in the past has beenla) irelcntielon cr o ntish Facon. These limited by the man's inability to sense the moment at

are multiplied by time of flight obtained from which a tracer reaches target range, or even with
estimated range to obtain leadsi stereoscopic range finder observation of bursts, by the

. Rat by 'rine wth Ran inlde large dispersion in time of burst of time fuzes.
Rate by Time with Range ider It now seems possible by radar, infra-red. or la

(I) Kerrison predictor with optical range finder means to obtain measurements of projectil miss dis-
built as the US. MSA-weres. tance at rte target Since no range sensing appears to
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be possible with infra-red alone, assistance from the The same principle was used with the Computing
fire control computer appears to be required to deter- Sight M-7 (Weissight) for which there were two in-
mine when to observe with an infra-red senspr. puts, aircraft heading, and speed. Heading was ad-

The Navy's Phalanx predicted fire system is reported justed unti! the tracer stream 'crossed' the target, and

to use radar measurements of projectile miss distance. speed 2djustments were then made depending on

No details on the implementation are available for the whether the tracers passed across the face of the target

present study. or were obscured by it.

These systems worked well in proving ground tests.
The following analysis is preliminary, and incom- Whether it was possible to use tracer adjusted fire in

plete. However, the problem is structured and a meth- combat, especially with many other weapons firing at
odology for performing a complete analysi:s is devel- the same target, is unknown.
oped. In addition, system criteria are developed for the I
algorithms suggested to convert the miss distance mea- A U.S. modification of the Kerrison predictor
surements to corrections to be applied to the fire (MSA3) added a short base (about 3 ft) coincidence
control system. optical range finder with red and green filters. One

operator tracked in range, which was input to the
6.2.1 Historical Perspective prediction computation. A second operator observed

Early fire control systems for use with time fuzed the tracer stream through the same optics. He saw two
ammunition were operated with a doctrine for observ- intersecting streams, one red, and one green, with the
ing bursts through a stereoscopic height finder, sensing point of intersection white, and occurring at the range
burst positions relative to the target, and applying setting of the range finder. He could then apply lateral
vertical, lateral and altitude *spot corrections' to the and vertical corrections to move the white spot to the

computer. This system was used with the 'M-2, M.3, target as seen in the same view. Subject to the time of
and M-4 directors, was included in the M-9, and in flight lag he was thus able in principle to correct for
general was used principally for battery *calibration' the system's slowly varying or constant errors. Applied
(fire at a specified point in the sky) rather than correc- to the 40-mm gun this predictor gave excellent proving
tions during combat. ground results. How much could be credited to the

adjustment feature was never evaluated, and the reluc-
Tracer control of fire of machine guns and auto- tance in the field to carry an oft-carriage predictor for

matic weapons has been extensively used in the past. each 40-mm gun when on-carriage course and speed or I
The usefulness of tracer observation has been a subject 'Stiffkey Stick' mechanical computers generated results
of continuous controversy, which has some basis in the almost as good. caused the off-carriage line of develop-
fact that the gunner's depth perception at normal nment to be terminated.
target ranges is nil, and so he cannot tell when the .
bullets are at about target range. On the other hand, 6.2.2 Automatic Projectile Tracking
tracer observation can assist the gunner in getting the Projectiles can be observed by radar, IR sensors, and
trajectories into the slant plane defined by tie gun and possibly by other sensors. Automatic tracking admits
target heading, even if tracers are of little assistance in the possibility of providing an additional control loop I
setting lead within that plane. closure for the fire control system. It is probable that

An additional complicating factor in simple tracer the correction based on measurements of the trajecto-

control is that even if errors can be observed at the ries relative to the target must be used to corret a base

target, the error observed was made one tinie of flight prediction algorithm, because of the time of flight lag.

previous, and this delay added to the man's response Because the errors are referenced to the target, the
time makes the control loop incompatible With rapidly system has the unique capability of being able to
changing lead angles. correct for constant angular errors of the system (such

On the other hand, tracer observation has been used as boresight and orientation) and for slowly varying

successfully when combined with rudimentoary predic- crrors such as may result from imperfections in the

tion systems, so that adjustments could be made to base prediction algorithm, ballistics, non-standard
.course invariants' rather than to rapidly changing muzzle velocity and meteorological conditions, etc.

variables. Since the measured error includes the random round
to round dispersion of the projectiles, it seems piobableWith the Keirison predictor for the 40-mam gun, that corrections must be based on weighted averages of

(simple rate x time) vertical adjustments to the com- mcasured miss distances or angles. The weighting o

puter prediction were made on the basis of tracer should probably be fs funcs tor ang s.f the

observation, until the tracer 'crossed' the target. A p y ba funcion of tine an some or the

range correction was then made depending on whether engagement parameters such as range.

the tracer passed between the target and the tracker or If it were not for round to rot"' dispersion, there
whether it was momentarily obscured by the target. would be little gain in measuring error more often

6-2
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Figure 6-1 Tracer Path Relative to Target Figure 6-3. Resolution of Angles

S• •components. Alternately the projectile error signal is
S' read in a range gate established by the target range

measurement, without computer assistance.
~6.2.4 Error Sensing with an Imaging Tracker

• [ "• Assume an imaging sensor OIR or TV) with auto-
-matic tracking. It is presumed that this is done by a

line-scanning system, and target bracketing. The view
on the image screen as a projectile passes the target is

i as shown in Figure 6-1. The scan rate and the number
of projectile sensings are related. It is assumed that the

2720, 15A projectile is tracer, which registers on 4TV or IR. or
Figure 6-2. Measurable Angles oon-tracer which may be observed on IR.

t than once each time of flight. However, because of the With no other information. one obtains two angles

random round to round errors, the inferred systematic from Figure 6-1 as shown, in Figure 6-2, and these
errors will be progressively better abstracted as the must be related to the desired system correction. The

I number of observed rounds is increased. vector miss can be resolved as in Figure 6-3.
Motion of the projectile in the field of view of the

Note that for almost all of the systems discussed it is imaging device, if the latter is tracking the target, isnecessary to determine the point at which the projectile caused principally by the target angular velocity. The
reaches the target range (measured from the tracker)a vertical angular velocity caused by projectile drop is
IR observations must therefore probably .e su.ple- only o r e of 10 mils/second. Tracking angular

mented by computer indications of when to observe. velocities can be as high as 1600 mils per second. TheWithout the range measurement, however, adjustments observed vertical angular velocity component caused
can be made to get the prediction into the right 'slant by gravity drop is approximately
plane', but not to correct within that plane. But even
this partial correction may be helpful.

6.. ro esn ihRdrdlt=-g t p cos e/D ; tp =time of flight

e a elevation angle of sightI Without attempting to design the radar, assume a D = slant range

pulse doppler, monopulse radaAr capable of getting a
measureable signal from the projectile. The radar o a i y s n
tracks the target normally. A velocity gate is set by the I
computer to include projectile velocity at target range, mustbe redso he desir ed syst M cor rei .
and this separates the projectile return from all other and the miss distance is m degrees, the observabhcsignals. One could have a separate radar to track the tracer path segment in degrees has a length
projectiles, or it might be possible to calibrate the
signals off-axis obtained by the tracking radar on the T = 2 is.2)
projectile as isolated by the velocity gate. The signal isThe

only desired at the target range( the computer identifies The trace sweepv through the field of view at the
Wthe time instant (bracket) at which to read the error angular velocity of tracking. For a 2c miss, Table Vi-I
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shows approximate observation times for two sensor etc.) and a correction is applied to the fire control
fields and two angular velocities of tracking. system.

If one only has the angular miss picture (Figure 6-I) Some of the sources of error causing projectile miss
the best one can do is apply corrections to try to make are: j
the relative bullet trace projected in the sight plane a. Bore sight and alignment errors.
pass through the target. This will put the bullet in the
right slant plane, but it will not necessarily hit the b. Solution errors (imperfect solution, instrumental
target. For example, it will not correct for a systematic errors, lags) .
error in bullet velocity. c. Solution noise (resulting from tracking noise).

If it is possible to range on the bullet with the radar d. Target maneuver and flight path irregularity.
or laser, as well as on the target, then the problem is f Rrligti a
simplified: read the lateral and vertical errors when e. Round to round ballistic and muzzle veloity
both are at the same range and resolve into corrections, dispersion.

f. Non-standard ballistic conditions.A possibility for use with an IR sensor may be to use
the imaging device with range gated laser illumination. In general, these error types may be grouped into
If the laser illuminated projectile can be seen, it will be three categories:
seen only when it is in the same range gate as the aRelatively constant (in some coordinate system)
target. Hence angular error measurements are properly over the engagement. An azimuth boresight er ormade at target range. is typical.

Another possibility, which is more complicated, and b. Random round to round (for example, ballistic I
can possibly be used only at low rates of fire is to dispersion).
obtain time of flight from the computer at the instant
of firing, and use this to determine the time at which c. Varying during the engagement.
to measure miss distance. This mode might be used in The object of the miss distance processing unit is to: I
periodic system calibration, if not for correction dur-ing a combat firing pass. a. Correct for the relatively constant errors as far as

In the remaining paragraphs of this section, it is possible.
assumed that a method has been implemented which b. Provide some compensation if possible for the
allows measurement of the projectile miss distances at varying errors which persist for longer than time
the target range, and algorithms for extracting correc- of flight.
lions are developed and analyzed. How well it does this depends on how latrge the
6.2.5 System Date Flow constant and slowly varying errors are compared with

the rapidly varying and random round to round errors.

The system is assumed to be described by the Flow 6.2.6 Operatonal Mode* ConsiderdI
Diagram of Figure 6-4. The target is tracked and this
process provides information to the fire control system In the following paragraphs, three system concepts
which generates gun orders. The gun fires, and it is are described and subjected to preliminary analysis.
assumed that projectile miss distances are measured at Two of these are based on straightforward measure-
the target range. These measurements of miss distance ment and processing of the projectile miss distances. In
are processed (averaged, coordinate corrections made, one mode. the correction is applied to the system in

advance of the normal data smoothing and prediction
Table VI-1. Available Observation Times algorithms. There are practical objections to this mode

which is, however, included because of some analytic
Sen,.or I ivd 300 30 interest. In the second mode, the correction is applied

to the gun orders. This mode is both practical and
An•,,lJr \'o,,,',• ol likely to operate successfully.

Trj,kin The third mode is, to the best of the writer's knowl-
edge. a new concept, and involves internal system

940°, 41.3 sev 0,03 ,. computation of the expected error in point of airr
1410, 3( 0 c 0.3 wc (synthetic trajectory) against which the observe,' miss

distances are compared. There are a number of advan-
tages to this concept including the following:

20871-509 a. The reference estimate of expected error is con-

tinuously available after one time of flight,

6-4
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Figure 6-4. Top Level Flow Diagram of System Using Corrections Based on Measurements of Projectile Miss
Distance

whereas the times at which the measurements of X,(t) - target position at time t

actual error are available may vary widely. n(t) - sensor error at time t (tracking sen-

b. The refer. ce estimate contains the error compo- sor)
nents ca- oy target maneuver and approxima-
tion er .s of the basic prediction algorithm. X,-(t) - sensed target position at time t
Hence these can be included or excluded from H(sp) - data smoothing and prediction
the correction as desired. transfer function; s - d/dt, t -

c. The reference estimate can be used by itself as a time of flight
correction device for simple prediction algo- X,(t) - prediction of target position at t +
rithms (for example a course and speed sight), t , made at tim p i t
and as a method of recording errors in the basic
fire control system, exclusive of misorientations, w(t) - system bias, misorientation, etc., at
in real time. time t. This will be taken as a con-

d. The system dynamics are greatly simplified by stant vi(t) - w.
this algorithm. Xt) - gun orientation at time t in target

The generation of the reference expected error is coordinates
identical in concept with that of the Air Force Snap- v.(t) - ammunition dispersion at target of
Shoot gun sight where it is the sole prediction device, round fired at t - o
Its application to the present concept follows a sugges-
tion by Dr. Daniel Willard that one need not wait time E(t) - error in aim point measured at the
of flight to get a preliminary estimate of where the gun target for a bullet arriving at the
was aimed, although the implementation may not be target at time t
that visualized by Dr. Willard. E,(t) - measured projectile miss distance

6.2.7 Preliminary Analysis at time t

For present purposes a simplified system is assumed G(s.t) - miss distance processing algorithm
which, however, retains the essential characteristics of
the complete system. The analysis is worked in a single C(t) - correction applied at time t, based
coordinate, and trigonometric conversions are omitted. on processed measurements of miss
As in the case of the regenerative module, (Section 4.3) distance
we could obtain an equivalent simplified system as a Note that two alternate points of insertior of the
zero order approximation. starting with the full system correction C(t) are shown in Figure 6-%, one in ad-
algorithms. The system equations are originally written vance of the filter and prediction algorithms, and one
in a form which can then be developed for an analog at their output. The second mode is preferable because
or discrete implementation. However, since the projec- of the intermittent character of the miss distance
tile measurements are discrete events, and the time of measurements, but the former is shown becausc of an
R flight lag is most easily handled in the discrete formu- interesting characteristic of the resulting algorithms.
lation, the analysis is done for 3 discrete system.

* For this analysis time of flight is assumed constant.
The following notation is employed, and is related to

the data flow shown in Figure 6-5. For Mode 1: Correction inserted prior to prediction,

S6-5



Xp(t) - H(s, ce) I Xt(t) + n(t) + C(t)I Solving for E(s),

Xg(t) = X.(t) + w(t) E(s) = Xt(s) G(s)l] n(s) C + eO's H(s)J

E (t) a e'as Xg(t)- Xt(t) 
+easG(s

-v.(s)[re-*3 G(s) I + wo)F r e'-s 1

Em(t) = F(t) + Va(t) l + e"as G(sJ t1 + e"as G(s)]

C(t) = G(s,t) Em(t) (6.3) (6.7)

Solving for Es) 1
The four terms in the above expression define four

e-03H - I e"'sH requirements on system performance to which a best
E =X +n .'- compromise set of algorithms is to be designed. The

I + " HG] r+problem can be solved in some generality by assigning
on overall quadratic penalty function and applying

C C' s HiG ase5  Kalman-Bucy filter theory. however cons-derable in-
*va + w sight can be obtained by simpler means.S+ e" ' H.J + e_ & SHGJ

(6.4) The first term in Equation (6.7) defines the predic-

tion function. The system must correctly predict for a
polynomial of assigned degree, and must have a satis-

Ntthtfralnrprdconagrtmfactory settling time. i
e'0s H( o,s) a I + termsin sJ;j ;2 (6.5)

Hence in evaluating the low frequency, and steady i
state performance of this set of algorithms, this pair of The second term defines the effect on prediction

terms can be replaced by unity. error of sensor noise and must have a satisfactory
variance reduction.

This mode may be of interest in detailed analysis in
conjunction with internal generation of a reference
synthetic trajectory (Mode Il1). but it will not be
investigated in the present study. It may be noted that The third term defines the ability of the miss dis-

studies of Kalman filters for systems with constant tance processing element to average out round to
.process' lag in observation time have found optimal round dispersion, and other errors in miss distance
solutions incorporating prediction elements operating measurement, and must show a satisfactory reduction
on the best estimates of the delayed observations."-' of this error source.

For Mode II: Correction inserted after prediction

(+n(t)] The fourth term defines the ability of the system to
Xp(t) m H(sa) [Xt(t+n eliminate bias. misorientations and similar errors, and 1

is the principal term of interest since this function is
Xg(t) m Xp(t) + C(t) + w(t) the purpose of the miss-distance measurement and

E(t) a X C) t)correction process.

E~t) - "s X5(t)- Xt(t)

Em(t) a E(t) + Va(t) We therefore consider the requirement on the formn

of G in order that w be eliminated with time. Assume
CQt) -G.t)Era(t) (6.6) that a constant w, is applied at t - 0, and that the
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_ 2
CQ) COj-I) + G Em (6.10) G = K z2(l a) (6-16)

from which (z. ,)(z.a) (1

G(z) U GI(Z) (6.11) This function can be inserted in the expiession for
F.(z) and the form of the transient response examined

This satisfies the requirement for steady state elimi- as a 6unction or K and a.

nation of Wo. A more important point, however, is the stability of
th' complete set of algorithms. All four terms of

However we also need to average successive miss Equation (6.7) have the same denominator, and so we
distance measurements to reduce the effects of round to may consider the question of stability with regard to
round dispersion, any one term. We therefore focus for the moment on

the v. term.
As shown later, in the discussion of Mode Ill, we

would probably prefer in practice to vary the coeffi- Substituting G, and expanding,
cients of the averaging function with the index of the
miss measurement. However for the present discussion.
to keep the algebra simple, we use the simplest form of
smoothing. "E((z)) *z ( l)(z -a)

The correction algorithm is, to this point. (z-1)(z-a)J +Kz 2 (I a)]

C(z) = - -L- GI(Z) Em(z) (6.12) (617) i

Let the smoothed value of E.,, be designated E,,. and
use the simplest recursive smoothing algorithm and the denominator must have no poles outside the

unit circle in the complex z plane in order that the
fEmo) - a Em -. 1) + (I -a) Emo) (6.13) complete system be stable.

we could, of course, easily write algorithms for Locating the positions of the poles is tedious for
smoothing functions for more than one pole. From the large values of a. As an illustration, consider the
above we have simpler case of a - 2. Then one may solve for the

location of the poles or use Jury's tables' of stability
criteria, We find that the system is stable if K < 1 .0.

a)Z Also from Jury's tables for discrete systems excited by
Ero) v Em(J) z- (6.14) 4white' noise, we find that for a - 2

2(l -a)
and we can allow additional flexibility in design by (I-K) [2(l +a)+K(l-a)j

applying a fraction K of this correction at each sample
point. Then a 0.06ifK - 0.1,a - 0.9

2 
(6.18)

C(z) -Em(z) K (2-I)(Z-a) (6.15) These are not optimum values, but they serve toindicate a pedestrian approach to symem design as a
preliminary to possible future analyses using Kalman-Buoy methods of optimization. "

For the present section we have assumed that a miss c
sample is available at each unit sample interval. The As noted earlier, we should probably prefer to make
extension to the more general case of less frequent K a function of the index of the miss measurement.
measurements, including occasional missed samples is K(.), so that the amount of correction applied is large
straightforward. on the first measurement, and decreases with time. One *

may thus have rapid reduction of w. yet maintain
The form of G(z) is now system stability.
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An interesting characteristic of the above set of d. The 'expected error in aim' computed by this
im~~peisssction talgrieth issdanethebaipredctr and anss as d thret gunuvor' anyth mdnmc'btwl o rorse bresul hting from ballisticalgorithms is that they cannot distinguish between process contains all of the errors resulting from

misses caused by target maneuvers and misses caused target maneuver, and system dynamics, but willby system misorientations. Hence if a constant velocity not include the errors in boresighting the sensorprediction algorithm is used in the basic predictor, and and the gun, or those resulting from ballistic

the target flies a constant acceleration path for at least biases and dispersions. Hence it may be used as a '
one time of flight, the system will apply a correction reference against which to compare the measured
for the acceleration. This may or may not be advanta- projectile miss distances.
geous: aim errors caused by target maneuver can be
very large, a maneuvering target is not likely to main-
tain a constant ,acceleration, and the set of algorithms e. Even without the actual measurements of projec-

U described above .nay as a result perform poorly against tile miss distance this computed 'expected error
maneuvering targets. in aim' might be used to correct imperfect pre-

These difficulties are completely avoided in the diction systems with slowly varying errors; for
Mode III algorithms to be described next. example it might be used to correct co-srse and

speed setting on a simple course and speed sight.
Mode III: Use of a Synthetic Reference Trajectory The disadvantage, or course, is that like actual
This mode takes advantage of the fact that errors measurements of projectile misses at the target,

resulting in misses can be divided into two categories, the data is always one time of flight old.
(I) those errors resulting from target maneuvers, and
system dynamics which could have been computed a
priori from a knowledge of system algorithms and To provide a preliminary analysis, the following
parameters and path inputs, and (2) those unknown notation is used in addition to that defined for Modes I
errors caused by system misalignment which can be and II.
determined only by referencing the misses against the
target. The idea is to determine what the aim error
should have been from gun orders given time of flight Ea(t) - expected error in aim at time t
earlier, and use this as a reference against which to
compare the observed misses. The observed misses are, Em(t) a measured prectile miss distance at timt
of course still contaminated by round to round
dispersion.

The data flow is shown in Figure 6-6. A module has AE a Em -Ea (6.19)

been added to the system of Figure 6-5, and this is
termed the 'Synthetic Trajectory Module'. It performs
the following functions: As noted above, a correction element might be based

on E,; for the present section we concentrate solely on
a. it stores the orders believed to have been given the correction of misorientation errors and use

the gun for at least one time of flight. If the gun
is misoriented the amount of misorientation will. C - -G A E (6.20)
of course, not appear in the stored data.

b. From sensor measurements of target position, it We now have
computes time of flight and superelevation. Both
of these computed quantities will be in error as a Em(s) a (Xp C + w) e's. Xt + v
result of sensor error in measuring target posi-
tion. With a good sensor the errors will be small,
compared with the errors in aim point from all Ea(s) - (Xp + C) e'S- (Xt + n)
causes.

c. Using the computed time of flight, the module AE - we 0ots+n+v (6.21) 4
recovers gun orders from memory time of flight
earlier. and subtracts superelevation. If the sys- The measured error, referenced against the cxpected z

tem had no error, and the target conformed to aim error thus has components depending only on the
the prediction algorithm assumptions, the result- misorientation w, sensor error n, and round to round
ing angles would be identical with the target dispersion v.
angular coordinates measured by the sensor. We
observed difference is termed the 'expected error
in aim'. 
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Solving for E(s) a good compromise reduction may be achieved. How- J
ever by periodic calibration f.rings using 'canned'
internally generated target paths and several standard

E_.(s) - Xt (He`s -1) + n e"s (H- G) courses, the component errors can be identified and
conected.

+ we~us (I • Ge 0 ' )- vGe 0's The general topic of projectile tracking in conjunc-

(6.22) tion with 'canned' courses for calibration firing de-
serves detailed analysis beyond that which can be

Consider the term involving w(s). A constant initial given here.

value w, will be eliminated with time if G(l) - I. 6.2.9 Conclusions Regarding Algorithms
A possible algorithm for G(z) is obtained by com- In spite of the increased amount of data processing

puting CO) from required, Mode III. using a synthetic reference trajec-
tory concept appears to be by far ;he most promising

CO) I [! - K(j)J C(j. I) + K(j)E(j) (6.23) and likely to work in practice. It allows the errors in
system orientation to be corrected by an inherently

whence, for constant (;X(o) stable data processing algorithmic set, it is not de-
graded by target maneuvers, and it easily a,-cepts I

K z measurements of miss distance whenever ihey 2-re
G(z) Kz G(l) - 1.0 (6.24) available.

6.2.10 Expected Numbor of Independent
Note that in Equation 6.22 there is no problem with Corrections

system stability provided that G itself has no poles
outside the unit circle. Although the maximum number of projectile obser-

vations is desirab?^ to smooth out the effect of ammu- 1For !he problem as now formulated, it is known that nition dispersion, the first observation is not available
the 'best' sequential correction algorithm for w with until time of flight after firing the first round, and the
white measurement noise (resulting from both v and n, effect of making a correction based on that observation
which are statistically independent) ts is not seen for an additional time of flight. I

c.w2 An important question is, therefore; )n a given
K(j) w 2. 2 2 (6.25) target path. how many points spaced time of flight

S2 + 2ja- 2  apart lie within open and close fire range. An approxi-mate answer, including the effect of varying time of
flight, is obtained as follows:

where the several a,2 are the a priori estimates of the If we count only corrections spaced by one time of
respective variances, flight, the average rate of making these corrections will

As the number of observations and corrections in- be I /t,; t, - time of flight. Hence over a path of time
creases, the variance or the residual bias w. approaches duration T, the average number of corrections will be 4

a'IN2 ---._. Ow2/ (6.26) approximately

6.2.6 Muzzle Velocity Bias vs. Borealght Error T

Using only measurements of miss distance at the N E fdt/tp (6.27)
target, an additional processing algorithm is required o
to separate the corrections to be applied to gun angle
and to muzzle velocity. This separation has not been
shown in the one-coordinate system discussed in the Making the additional approximaticin of a constant
previous paragraphs. The idea is that since muzzle projectile velocity v. with open fire at an approach
velocity bias causes a systematic error in the direction angle n, and last round fired at midpoint, against a
of target motion, it will be a small fraction of the target flying a pass course at velocity v, some trigono-
observed mean miss on incoming targets and a larger metric analysis yieldsportion near midpoint, whereas angular errors will not /vary with target approach angle. N - -loge [sin f9 (tan fl1/2)v/ ] (6.28)

It seems unlikely that both error sources can be whence for v,/v - 3.0, the following values of N are
essentially eliminated on a single firing pass. although obtained, as shown in Table VI-2.
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p
mean trajectory to the target. This is not exactly what

Table VI-2. Average Number of Independent would be seen from a ground sensor but the difference
Corrections, N is negligible for present purposes. These errors are

Scorrected to angular measure. J
SI ir nd"'k . These measurements of aim error are added to the

* respective random round to round samples to give the
4". observed miss distance for each sample in Mode II
11 2) operation (see prior sections). The measurements thus

."" _2 7 computed are processed through a new module which
averages them, and generates correction terms. If no

'19 attempt is made in processing to identify muzzle veloc- ..
ity as a separate bias, the algorithm will generate
corrections in azimuth and elevation to be applied to
gun orders in the simulation. If the algorithm cxtracts

20N71-stu a separate estimate of muzzle velocity bias, this is j
For a given opening range. the closer the target is to applied as a correction to the muzle velocity bias

direct incoming, the more independent corrections can originally programmed as an input to the simulation.
be applied before midpoint. This data flow should effectively simulate the Mode i

N increases with v,/v. A more accurate computation II corrective algorithm (see Figure 6-7).
would include the effect of projectile slowdown, but Simulation of Mode III assumes that the synthetic
the above estimate: indicate that except for distant trajectory module is capable of extracting all 'non-bias'
passing courses, a useful number of corrections can be tajctry mod e nis caal t extracting valionbapplied, miss distance components from the miss observation.

The lateral and vertical components of miss per sample
0.2.11 Simulation Module for Projectile Miss from random round to round sources are computed as
Masurement end Correction before. To them are added the azimuth (corrected to

Although these has not been sufficient time in the the slant plane) and elevation biases separately pro-
present contractual effort to program a simulation grammed into the simulation. The lateral and vertical

module for the algorithms just described, this section components of muzzle velocity bias also separately
outlines the data flow for such a module as a point of programmed as input, and available in resolved form
departure for possible future programming. in the present simulation are also added.

The round to round ammunition dispersion is simu- Since the synthetic trajectory is referenced against
lated based on three independent, normal, unit vari- the sensor estimate of target position, rather than true
ance sequences. The sampling interval can be as small target position, the sensor vertical and lateral angle
as that of the simulation to simulate a high data rate. errors at each sample instant are added to the build up
or wider sample intervals can be used to determine the of observed misses. I
effect of data rate. The lateral and vertical error sums are then put

The angular miss caused by angular dispersion at through a Mode III processing module, which extracts
each sample is obtained by multiplying two of the corrections to gun azimuth, elevation, and possibly to
random sequences by the vertical and lateral standard muzzle velocity bias
deviations now programmed as inputs to the simula-
tion. The simulation now has a module which resolves This data flow should adequately simulate Mode Ill
muzzle velocity dispersion into lateral and vertical operation.
components at the target. These components are ex- The discussion has not considered errors in the miss-
tracted and both are multiplied by the third random distance measuring equipment. If these can be consid-
sequence to give vertical and lateral miss of the projec- ered uncorrelated across measurements, they can ;e
tile caused by muzzle velocity dispersion. These are included I) by separate generation of random se-
converted to angular measure. quences, 2) by increasing the angular dispersion stan-

The vertical and lateral miss components from the dard deviation inputs.
angular and muzzle velocity sources are respectively Aadded to give the total miss trom both ammunition A general observation is that non-simulation •ystems

analysis should be carried out in some depth in ad-round to round error sources. vance of simulation programming to facilitate early

From the present simulation program, vertical and recognition and correction of possible programming
lateral errors in aim (center of the bullet pattern) are errors, in view of the complexity of the complete
obtainable at the position of closest approach ot the simulation program.
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I 6.3 PREDICTION USING TERRAIN H. - the mean altitude above terrain desired by the
INFORMATION pilot

One of the methods of evading detection is for anI aircraft to fly very low. following the contours of the Then the simple model developed in AFAADS-I
terrain. Many systems exist or are under development yields the following differential equation for H

to assist the pilot in terrain following or to perform the
function automatically. Since terrain information in Tc dH/dt + H = Ho + Ht (t) (6.29)

the vicinity of a defense is known to the defender, it is
of some interest to examine how this information may where T, is a characteristic response time of the air-
be used in fire control. In AFAADS-I (Vol. I, p. 4-32) a craft and pilot and may be about 0.50 sec.
stochastic type of prediction using local terrain statis-
tics was described. In the present section a determinis- Solving this equation for an initial value H(o),
tic prediction mode is described.

The simplest model describing the interaction of H s /T
terrain variations and aircraft and pilot dynamics is H(t) a -(o)e + + Ht (t-s)] e c d(s/T)
used here. It was presented in AFAADS-i and shown

S to agree qualitatively with some limited data on nap
of the earth flying by helicopters. (6.30)

First consider a flight path lying in a vertical plane. / / .tITc t .srrc
* The airLraft does not maneuver lateraily, and changes H(t) H(o)e/C + Hokl.e '+f H, (t-s)e d(siTC)

altitude in response to terrain variations. C
Define (6.3i)1H- aircraft attd bv h efi ena

aim t altitude above the terrain mean at The terms outside the integral represent initial tran-Ssients of the aircraft in settling to the terrain following
&H - terrain height fGam its mean directly below mode. If it has been in this mode for several minutes

the aircraft the exponentials will have vanished, and

6.13
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2
aircraft flight paths. with terrain following over knownan(~ ~.Tc terrain.

H(t) H f d(s/T) A possible method of implementJig the algorithm in
0 a fire control system is the following: Within the

coverage region of the tracking sensor the terrain could 4
be subdivided into squares of equal size. The size of a

The defense observes H(t) and knows H,(t) from square would depend on the variability of terrain
stored terrain data. Hence H., the mean clearance heights and wh..t kinds of targets are expected: for fire i
altitude above terrain desired by the pilot can be against helicopters more terrain samples per square
inferred. The integral converges rapidly with increas- mile would be required than against near sonic air-
ing 's. craft. With each square would be associated a i,,ean

terrain height and this would be stored in memory as a I
The predicted aircraft altitude at time t + ct is. triad with the coordinates of the center of the square.

correspondingly, CoOnce a target is acquired its ground track is recorded

+H (t+as)e-sJ/ Tc and also projected forward. From the past tracK, each
H(t + a) = Ho + Ht d(S/T) sample point is associated with the altitude of the

0 (6.33) square in which it lies. This allows the first integral of
Equation (6.34) to be computed approximately as a j

and substituting the inferred value of Ho sum. It may be necessary to project back beyond theacquisition point to get a good value for the integral.
However once obtained for a given time, it can be

S"cofH .v/T compnuted recursively for additional points without the
H(t + a) = H(t)- .- (I H tHe c d(v/Tcc) need for storing all past computations in memory.

The predicted point in the ground plane is computed

assuming constant target altitude. The second integral
.a/T v/T of Equation (6.34) is then computed as a sum, working

+e . Ht (t+v) ,- cd(V/Tc) forward to the predicted point. This gives the complete
S(6.3,4) expression for predicted altitude and gun orders can

(63) now be computed.
This is the desired expression. Although shown in In practice it is anticipated that the number of

analog form, it is easy to obtain a discrete approxima- terrain points which must be stored in the computer
tion. The terrain sampling interval need be no closer will be relatively small, i.e., less than one hundred. I
than that corresponding to the aircraft response time Rough terrain is associated with short sensor sighting
T., since the prediction is based on the terrain spec- ranges. Smooth terrain is associated with large sighting
trum as modified by the aircraf; dynamics. For fairly distances, but requires fewer sample points to represent
smooth, or rolling terrain the samping interval may be a given orea. Hence the data storage requirements may
even wider. be about the same regardless of terrain type, and the

The amount of correction generated by this algo- number of sample points to make a good prediction
rithm depends on the terrain variance, bandwidth and may be relatively insensitive to target speed.
the aircraft response time. Some rough computa'ions 6.3.1 Lateral Aircraft Maneuvers
based on the data n AFAADS-I on terrain indicate
that at 3 seconds time of flight the standard deviation Depending on the sophistication of its terrain fo-"
of the correction might be from 20 to 35 meters. Since lowing sensors, the aircraft may maneuver laterally to
the residual error after making the correction would be reduce the amount of required vertical acceleration, or
expected to be much smaller than this, and since to avoid terrain prominances. The flight path might be
simple linear prediction was indicated to generate a laid •ut in advance from maps, for example, with the 3
standard deviation of prediction error or 30 to 60 horizontal track established and programmed, leavingmeters, the conept contfiues to have i o3erest o vertical motion to automatic cl-arance control

metes, he oncpt ontnue tohav itterst.equipment.

Note that one is not restricted to the simple approxi- Meqopmerti

mation to aircraft response represented by Equation More operational information is required to defvne
(6.29), and with real Aircraft tracking data one may prediction algorithms in detail for this case. however
choose a better transfer functione the following approach might be considered. As a

function of time, three values of H(t +a) must be t

The algorithm can be p-ogrammed and demon- computed, one an extrapolation of the current ground U
strated by simulation. This would be interesting, but track, and one each for a moderate turn to right or
not as definitive as testing it against actual recorded left. The predicted altitude in each case would be
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compared with present altitude, and the required accel-
eration in each case compared. If the no-turn case
indicated a very high acceleration requirement, but one
of the turn options did not, the prediction would be
biased to the turn with lowest acceleration require- 1 2 11000)2

ment. A

I 64 UNAIDED TRACKER CONTROL: 'GUNNER'S
DELIGHT'

The question of whether a gunner, using a machine 0
gun without a fire control system, does better wi:h or % HITS

without tracer ammunition is controversial, and is
unlikely to be resolved in the near future. Single
caliber 0.50 machine guns using only tracer control
shot down many aircraft in World War I1, and the 0 - CALo 030
Quad 0.50 mount with a fixed reticle sight had an

excellent record. A - CAL 0 50

The time of flight delay between observation and TARGET SPEEOS66641 MPH

correction makes it unlikely that simple tracer control FIRINGS IN 1926 19-9

would be much assistance against crossing targets,
however the possibility exists that tracer observation
did help the sight setters of the course and speed sights o 0 ;o 607o 20'00
(M7). and the angle setters of the Stifflkey Stick and R 00 1000 20

Peca Sights to get the lead into the right slant plane. RANGE ,YOS---0-A
This capability was demonstrated in proving ground
firings. Figure 6-8. Percent Hits versus Range with Machine

Since fire with a fixed reticle type sight with or Guns using Tracer Control: 1926-1929
without tracer is always a back-up mode of operation
for antiaircraft guns, we note, without attempting to
resolve the tracer controversy, some early results with
tracer fire by machine guns against slow targets some
forty-five years ago.' The results may be compared
against modem Firings against helicopters.

Figure t.8 shows percent hits against a sleeve target
plotted versus range for cal 0.30 and 0.50 machine
guns in proving ground firings. Note that the percent 0o
hits varies inversely as the square of range, hence can •
be reduced to an equivalent constant mil value. The O-CAL0 30

sleeve size is unknown at this time, but assuming a 6 x P I(A1000)2 0 CALO0O
30 ft sleeve, the results are equivalent to an angular .V 2

standard deviacion of 16 mils.
It is probable that the aim errors associated with 1.0

successive round,, were highly correlated; unfortunately
there is insufficient data to infer the correlation.

Normalizing the individual points to equivalent val- 071

ues at 1000 yards. and plotting against target speed, an o ,00

indication is obtained in Figure 6-9 that the percent SPEED iMPHI

i hits varies roughly as the inverse of target velocity
squared.

Because of the operational limitations on firing at a 2u871 152

sleeve without hitting the tow aircraft, it is probable
that the recorded data, was taken during the central

portions of crossing !ourses. Hence the velocity can be Figure 6-9 Machine Gun Fire with Tracer Control
internreted as velocity perpendicular to the line of 1926-1929

i sight:
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The straight line approximation in Figure 6-9 corre- provide the gunner with a synthetic tracer round which
sponds to an estimate of equivalent standard €eviation has the unique characteristic that it lights up only

when it reaches target range. In addition the density of
22 synthetic fire can be so high that it is essentially

22.5 (V/100) mils ;where V a velocit /in mph. continuous, like water from a hose visible only at
target range. The reticle then moves continuously

(6.35) rather than in steps.
The concept is attractive from the point of view of a

This must have some minimum value as V becomes 'practical' man, since the problem of lead computation

very small, but there is insufficient da'a to infer the is reduced to one of training the operator's 'gunner's
minimum, eye'. If in fact the man can make use of more cues

than can be measured by an automatic system, good
Since the above estimates work out to about 7 mils performance could result.

at 1000 meters for a 50 knot target, there is a strong
inference (validated by Vietnamese experience) that On the other hand, the delay time between a control
machine guns with only rudimentary fire control (at motion and the operator's observation of the result of
the most a fixed sight) and possibly using tracer am- that motion has now increased from about 0.20 times

munition have an important air defense role. time of flight for a disturbed reticle sight to the full
time of flight. The increased difficulty in operation hasHowever this should not prevent an evaluation of been noted in simulator tests of the Snapshot principle.

the possibility of providing a very simple computing

sight with laser range finder for use of Bushmaster in The air to air problem has characteristics not present
air defense, for example. Digital computers are now so in the ground to air problem; for example the interac- ]
inexpensive that it is believed a good solution could be tion of maneuver and countermaneuver between com-
developed in a fire control package costing less than batting fighter pilots.
the basic weapon. Since the principal use would be in For ground to air fire control the principle of storing
self defense, the weapon could be manually pointed, gun orders and comparing them with sensed target
and the absence of the lag associated with rate control position time of flight later has a number of possible
should make a simple gyroscopic computing sight applications.

a. The comparison can be done automatically, with
6.5 THE SNAP-SHOOT GUNSIOHT. SYNTHETIC automatic introduction of the correction to a
TRACER CONTROL WITHOUT TRACERS basic conventional prediction algorithm. In thir

A new concept of fire control computation has been mode the system is a special case of the pro-
proposed by Gilbert, Preyess and Willes of the USAF jectile miss distance measuring system of Section
Academy for air to air gunney. An implementation 6.2. It can correct to some extent for target
of the concept is as follows: maneuvers, lags and solution imperfections in

the basic prediction and computation algorithms,
The human operator aims the gun and views the but it cannot correct for errors in orienting and

target through a sight which displays a computer aligning the system. Thus, added to Vulcan, it
generated reticle (such as a small circle). To generate could correct for lead errors resulting from the
the reticle position the computer records the gun posi- approximate algorithms used but it could not 5
tion continuously, or at close sample intervals, stores correct for boresight errors. Similarly, if added to
the gun angles versus time. Duster, it could correct initial course and speed-

Range to target is continuously measured by a range estimates set on the mechanical lead computing
finder. The reticle position is generated by the com-
puter to represent the position relative to the target of b. The correction could be applied as a 'track-off'
a hypothetical round fired time of flight previously. reticle on an existing fire control system. The
Time of flight is continuously computed from the operator would track the standard reticle for one I
target range, Gun angles are stored in memory as time of flight after which the synthetic tracer ,
measured by the system at closely spaced sample inter- spot would appear and could be used as a new
vals, and the reticle position is computed by extracting tracking reference. The potential of doing some
gun angles time of flight previous from memory and smoothing on the difference now exists, since the
providing the appropriate angular corrections to refer- difference should be slowly varying.
ence them to current gun position. Superelevation c. The apparent miss distances computed by thecorrection is included appropriately. .Teaprn isdsacscmue yte

above piocedure can be used in the system em-
It will be seen that the effect of this procedure, which ploying actual measurement of projectile miss

is done relatively easily with a digital computer, is to distances as a reference against which to com-
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, pare those measurements. Since the apparent E = (v/v) 2 (XDm/D 2 ) (1+2a) D slant range
miss distances contain the errors resulting from a
tracking noise, target maneuver, and solution Dm - midpoint range
approximations, the difference between them and X = distance to midpoint

t the recorded miss distances should be composed
* only of system misalignment errors and round to (6.39)

i round dispersion. Use of both sets of data greatly
Sexpands the options for design of an effective and E is in angular measure, (radians). To convert to linear

overall system. miss distance

6.6 RATE BY TIME PREDICTION 2
Em = (V/Va) (XDm/D) (I+2a)

Gyrosights are still used for antiaircraft fire control. (6.40)some, like Vulcan, with complex error correction algo-

rithms, and some foreign systems, it is believed, useI smoothed angular velocities simply multiplied by time For v/v. - 0.3, contours of constant E,. are shown
of Rlight for an approximate computation. in Figure 6-10, for typical values of a - 0.20 and

0.50. It is clear that the errors are unacceptably large,
except for directly head on targets, and for a brief

In this section a brief analysis is made to indicate interval at midpoint.
the magnitude of error involved in the simple rate by
time prediction. This is not intended as an evaluation SIGHTS
of any existing system, since as has been indicated, the Duster uses a mechanical course and speed sight
degree to which the indicated error is corrected out by which develops angular leads based on estimates ofvarious means in specific systems is not known to the target heading and speed which are set into the sight.present writer. A mechanical drive maintains the heading setting as

the gun traverses, so that once correct it remainsI correct until the target changes course. Heading is set
Consider a gyrosight computing lead in the slant as a combination of angle of dive and horizontal

plane containing the tracking point and the target heading. The sight computes for an average projectile
velocity vector, according to the prediction algorithm velocity and superelevation, so that even with correctI. course and speed setting, leads will be in error except

at the range to which projectile velocity and gravity
drop are set. In general the errors from these approxi-

sap (6.36) mations are small compared with those resulting from
p 0 1 + aStp the course and speed estimates.

At one time a doctrine was developed for making
I course adjustments based on tracer observation, but it

is doubtful that this has survived over the years, al-
and for simplicity assume a constant velocity projectile. though it was demonstrated to work in proving ground

firings.

I Confining attention to the error in the slant plane, To get a rough impression of the errors resulting
this may be computed by expanding from erroneous course and speed settings, assume a

level low altitude target path, and error E, and E, in
E course and speed settings. For a target speed v, and an5 E ,E Goe~tp. (6.37) average projectile velocity v,, the miss distance at ihe

target will be approximately

and to terms in s2 this is
Em (v/va) t(Ev/V)Dm + Ec X1 X * distance from

E 0o tp 2 (a + 0.5) (6.38) midpoint

- Dm crossing range

For a first order approximation ignore the difference
* between present and predicted slant range, whence (6.41)
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Figure 6-10. Contours of Constant Aim Error in Slant Plane with Rate x Time Computation

It is doubtful that course can be estimated to better laser or radar range finders, its protagonists would
than about 10 or speed to better than about 15%. have to support the recommendation with firing re-
Then FI, works out to about 0.05 D where D is slant sults.
range, for v/v. - 0.30. Surprisingly, this is about the .
same order of magnitude as the lag error of the rate by 6.8 BARRAGE FIRE
time predictor over most of the firing region, and if Reports of enemy antiaircraft fire seem to be reluc-
one allows for some ability to correct course by tracer tant to credit the enemy with the ab.iity to conduct
observation on direct incoming targets at least, the two accurate aimed fire, unless it is ob-'crved that he is
systems are competitive, but neither is very good. The using radar, which is somehow endowed with a mysti- I
value for E,, corresponds to about a 50 mil bias over cal ability to predict that is not credited to optical
the whole firing pass. tracking. A heavy and effective antiaircraft gun de-

During World War 11. NDRC personnel ran experi- fense is often reported as using 'barrage fire'. Reports 5Durng Worlde Wrmine the abiliy ponneuan osexpers t from friendly antiaircraft units on the other hand aremenus to determine the ability of human observers to unanimous in commenting on the comparative ineff'ec-

estimate target speed and heading. Unfortunately the uimous of r entire onte associate ith c-rprsare deep in the historical archives, if, indeed tivt--,•ss of barrage flre unless associated with ex- i
reportsarey deepl e inst hetremely large ammunition expenditures and large
they still exist. numbers of guns.

These sketchy analyses do justice to neither the rate For this reason, and because 'barrage' fire is a back 1
x time nor the course and speed sight. Classified data up mode of defense when fire control fails and tile
on Duster firings do exist from which one can infer guerros i corseandsped sttig. otig tat he ias guns are still operative, it seems deeirable to make
errors in course and speed setting. Noting that, the bias some computations of the effectiveness of barrage fire.estimated above is proportional to the ratio of target
speed to projectile velocity one might expect fair per- In World War 11, barrage fire was used effectively by
formance of the simple course and speed sight against the Allies in the defense of Malta and in the defenre
helicopters, using a high velocity gun, and in general. of the Remagen Bridgehead in 1945. No data is at
for light automatic weapons having antiaircraft de- hand on the design of the 'box barrage' used at Malta,
fense as a secondary mission the course and speed but the Remagen defense is well documented! The
sight should be given some consideration. However, defense at Remagen employed 1100 cal 0.50 machine
since it does not use gyroscopes, digital computers, guns and 240 37-mm and 40-mm weapons, and on its
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I best day inflicted 59% kills on attacking aircraft, in- that the deployment is such that the linear density of

cluding a number of jets. trajectory intercepts with the vertical axis through the

I 6.8.1 The Remegen Defense target is a constant over the height ba'id specified for
The Allied advance had succeeded in capturing the maximum capability. It is also assamed that the

Remagen railroad bridge intact; this bridge was essen- ground distribution of weapons has circular symmetry.
tial to rapid continuation of the advance, arid a total of
64 90-mm guns, 24 37-mm and 216 40-mam automatic
weapons and 1100 Caliber 0.50 machine guns was If there are N tubes and the apex of the defense
emplaced to protect the bridge and assocated Bailey. cone is at a height H, then there are N/H trajectory
Treadway and Pontoon bridges, intercepts per foot.

SThe defense doctrine is described in the referenced
Army history.! The defense was supplemented with
balloons, many of which were victims of the defense Next consider a target flying through the defense on
itself, a horizontal path. It can be seen from Figure 6-1I that

The principal defense was a barrage set up with the by flying at one half the altitude of the apex of the

machine guns and the automatic weapons. On the cone it accomplishes the closest approach before enter-
approach of enemy aircraft, the barrage was ac'ivated ing the firing volume.
for a period of 10 seconds, and the 9850 rounds per
second (most or all with tracer ammunition) must have
been an impressive sight to the attacking aircraft. We now obtain the density of fire after penetration

The guns were divided into two geographical ot the firing volume. If H is the altitude of the apex of

groups, and each group put an umbrella of fire over an the cone, and the target flies at H/2, it is exposed to
I assigned bridge, fire when it enters a disc of radius RP/2.

Each weapon was laid on the azimuth of the bridge
it was assigned to defend, and tired at a specified Within this disc, a ring of radius r and width dr
quadrant elevation with a few degrees manual 'scan-
ning' about this angle during firing. Presumably this contains those trajectories that cross the vertical axis in
minor change in angle provided a more uniform aver- two segments of length dh - dr tan #, equally spaced
age coverage, above and below the intersection of the horizontal

Both piston engined and jet aircraft attacked. The plane with the vertical axes. The ring of radius r
record of the defense is shown in the following table. contains
The reduction in percent kills with time in part reflects
the increasing fraction of jets, and in part the probable
increasing reluctance of attackers to attempt to pene- 2(N/H)tan 0dr trajectory intercepts (6.42)
irate the umbrellas.

A total of 442 enemy aircraft was active over the It is assumed that these are distributed uniformly at
crossings and bridgehead area during the period 7-21 random around the ring, so that the density of inter-
March 1945. Of these 142 were destroyed by antiair-
craft and 59 probably destroyed. None of the bridges cepts per unit area is
were damaged or destroyed. Results by date are sum-
marized in Table VI-3. Pt(X,Y) - [N tan €/(o r Hr)]

6.8.2 Model of Defense

A vertical section through the defense is shown in = ,i(ptr Rmr)r 2

Figure 6-11. For simplicity, it is assumed that all
weapons are aimed at the azimuth of the defended . X2+ y2 (6.43)
point, and at the same quadrant elevation. In addition, (
the trajectories are assumed to be straight lines, sinceeven for the most remote weapon, gravity drop over
the defended point is only a few degrees.

The greatest density of fire is, of course, greatest If the target comes in at other than the half cone
directly over the target, apex altitude, below the cone apex it penetrates a

Since some assumption must be made about the 'single coverage ring' from r2 to r, then a double
Shorizontal deployment of the weapons, it is assumed coverage ring from r, to 0.
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a=-a RmHa ~ (.)vNA :
r I H tan 0 ; r2 Rm - H tan 0, (6.44) E RE (2)3/2 [1 + Loge (Ro/C 1/ 2);

In the si..gle coverage zone C u A+2f2o 2  I
pt(XY )= N/(2pirRmr) (6.45) RO Rm (6.50)

In the double coverage zone If more than one weapon type is present. E is
summed over all weapons. Then the kill probability
against an aircraft Pk is given by

Pt(X,Y) N/I(pTRmr) (6.46) Pk a I-e' E (6.51)

This expression can be better understooe' y compar- 1
ing it with a much simpler case in ,ch fire is

For altitudes above the cone apex there is only a uniformly distributed over a disc of rad, ' RP,/2. The
single coverage zone extending from r- - H tan 0' - target crosses a diameter of the disc in ,/V secondsR,. to r2 " H tan * and in a circular disc segment drn hc ,' onsaefr..Tetre Iq
over the target there is no coverage. during which N P./V rounds are firt.., The targetcovers a fraction A/(ir R. 214) of the disc, hence it will

Here we develop the solution only for penetration at receive
the half cone apex altitude. It' NA

The barrage is not necessarily fired for the whole E - V-N (4[r) hits. (6.52)
time that the aircraft is within the barrage volume. We VRm
assume for generality that the barrage is activated for
a target path of length R., passing directly over the
target, R./2 before and R./2 after crossing the target. The more complex form cof Equation (6.50) accounts

In the horizontal plane containing the target, con- for the fact that fire is not uniformly distributed over I
sider that projectile intersecting the plane at X,Y. when the disc, but is concentrated more heavily at the center.
the target is at x, flying along the x axis. The probabil- 6.8.3 Effetivooms Computation for Romsgm *
ity that the target is hit is Defense l

The following weapon characteristics are assumed,
A + 2s02) as shown in Table VI-4.

For all weapons, it was assumed that the target
(6.47) presented area was 250 ft2 and the linear standard

deviation of round to round dispersion was 20 ft., so
that C .. 2750 ft2.

where A - target presented area to compute hits, or

vulnerable area to compute kills. o. - round to round The complete defense could fire 9850 rounds per
bullet dispersion and secopds with all weapons firing. Assuming all tracered

ammunition the display must have been spectacular,
2 - (X -x) 2 + y2 (6.48) especially from the cockpit of the attacking aircraft.

Assume that all guns fire at the same rate Y, and The probability of killing a target with the full
designate V as target velocity. Then the expected num- Remagen defense covering a single ground point is I
ber of target hits (kills) is shown in Figure 6-12 versus. target speed. bariage

duration, and tons of projectiles expenoed per barrage.

E- (vlV) f f fP 1(XY) p(XY, x)dXdYdz Figures 6-13 and 6-14 show the contributions of the 3 d
fx y'z machine guns and the automatic weapons separately.

(6.49) Rounds per kill is higher by a factor of about ten over
Recognizing the rapid decay of the exponential in thtrpre framdAe

Equation (6.47) with s. and integrating successively The barrage would have been equal to aimed fire on

over x. X and Y. it is found that the multiple integral a rounds per kill basis if ten aircraft entered the
can be approximated as defense simultaneously.
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Table VI-3. Remagon Defense Effectiveness

', Confirmed as
Tjrgcs Ik, ,,tria d Probable% Total Claims Destroyed

1945

%tjrkIi I? I4 1

9(1 17 12 59-'

II29 7 36 48';

12 84' 31 8 39 371

13 97 31 13 44 32':

14 IlaO go'. 5 13 18 6.2%

14 nigh t 14"= 6 I 7 4.3%

19.20 20 I2

j 20,21 15 6

SI E-262

''67 Jets

j 207I27-51 I

I A, M

I DEFENDED TAROET -

Figure 6-11. Section Through Barrage Defense 2007 ' f
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Table VI-4. Assumed Equivalent Remagen Defense

T Probability of Kill -!
Weaoon Rite of life Given a Hit Number of Weapons

CAl 0.50 500 rpm 0.04 1100

37/40 mm 1 20 rpm 0.60 240

20871-512 1

FULL REMAGEN AUTOMATIC WEAPON AND MG
BARRAGE OVER ONE DEFENDED POINT

I
270 IMP GET

24 2 SiEC

PROS Of DtSTAOYiP4G
AIRCRAF IOSEC

b SECC

r ES~t121 SEC

SEC SEC

\ 100 MHTARGET
I SECI

0 2 4 C 8 10 12 14 i s 1a 20 22

toNs OF PROIECTi.ES
PER BARRAGE 20071 156

Figure 6-12. Full Remagen Automatic Weapon and MG Barrage Over One Defended Point Probability of I
Killing Aircraft versus Tons of Projectiles per Barrage

Figure 6-15 shows the effectiveness of the automatic Advantages: It is independent of weather and
weapons component of the defense if the number of enemy countermeasures
guns were varied. Also shown are the tons or ammuni-
tion (complete rounds) per barrage activation, and tons It cannot be saturated by near
of weapons (towed mounts) involved. simultaneous strikes by many air-

craft

6.8.4 Concluslons It can be employed without fire con-

Assuming the availability of a suftcieat number or trol
uns and rounds of ammunition, a barrage defcos can The great volume of tracer in the

highly effective. It has the rollowing advantages and air at one time looks like an impen-
disadvantages: etrable curtain to the attacker 1
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Figure 6-13. Etfeciveness of Defense with 37/40 mm Weapons Alone (240 Tubes)
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Figure 6-14, Effectiveness of Defense with Cal. 0.50 Machine Guns Alone (1100 Barrels)
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Figure 6-16. 8arrage Effectiveness versus No. of 37/40 mm Gums Showing Total Wt. of Tow~d Mounts endITons of Amnmo (Complete Rounds)

Disadvantage: The barrage requires a greater am- This expression ca~n be integrated and closed rorm
munition expenditure per target kill relations obtained between time of flioht and slantW
than aimed fire by a very large range.
factorU

The major sources of error in a predicted fire system5
6.9 IMPROVED BALLISTIC MODULE FOR are target maneuver, tracking noise and its arnplfica.

SIMULATIONtion in prediction, and angular and muzzle velrncitySIMLATONbias and round to round dispersion, and cotipared 3
In te AAAD~l imuatin pojetil balisics with these, the approximations involved in using the

were simulated as straight line trajectories without sml oe a fEuto 65)aeetrt
grvty drop and with projectile decelration described acceptable.

by tvhe simple power law However if one is given ballistic tables for a specific I
projectile it is a tedious separate problem to determine

dVfdt .- KV4 K,a& constants (6.53) Appropriate values of X and a to approximately match
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the given table. Moreover, the power law does not indicated excellent fits to firing table data on several
project well to subsonic velocities, antiaircraft projectiles which were generated for the

It was therefore decided that time would be saved in purposes of the simulation.
the long run by replacing the power law approxima- The curvature of the trajectory caused b) gravitytion in the simulation by Siacci tables. drop affects simulation results principally via the direc-

6.9.1 Sleci Approximation tion of approach to the two-ellipsoid target model, and
as described in Section 7.5, gravity drop is computed

It must be remembered that the object is to generate for that purpose simply as 1/2 g ti,.
ballistic data in the simulation which will be adequate
for probability of hit and kill computations. This does 6.9.2 Computing Power Law Approximations
not require ballistic data of comparable accuracy to Although the power law method has been replaced
that required in the fire control system being simu- by the Siacci method in the current simulation, sc
lated. A brief review of the simulation vohlme will much difficulty was experienced in obtaining suitable
make it clear why this is the case. constants to approximate firing table data that we

Siacci functions are out of fashion in computing record here first order solutions which can be iterated
firing tables since more accurate methods can be em- and converge rapidly to the desired values.
ployed with modern computers. However they are The assumed deceleration law isentirely adequate for present purposes, and provide a
satisfactory approximation to specific firing tables for dV/dt =-Va (6.56)
the simulation. It is desired to determine K and a to fit three points

The simplest form of Siacci methodology is used. along the trajectory, which is assumed to be a straightFor computing projectile velocity and time of flight the line. Let (V1,D,), (V2,D12 ) be the remaining velocity andtrajectory is assumed to be a straight line. slant range pairs at these points.

Then time of flight t, and slant range D, are oh-tained as Define xl I V I/VO ;ix2 =V2/Vo ; R =D2/D1I

a C(T(V).T(V0 )J (6.54) From Equation (6.56)

Dp = CIS(V).S(Vo)] (6.55) Vo2-a -v2-a (2-a) K D (6.57)

where:

C - projectile ballistic coefficient Expanding the solution about a 2.0
C am wi/i

w, - projectile weight in pounds R Logexl - Logex 2

D projectile diameter in inches a 2 2x1.0+ 2- Lge2 2

i- a form factor, and is close to unity
V - projectile remaining velocity at D. (6.58)
V. - projectile initial velocity

T(V), S(V) are tabulated functions. There are a Expanding the solution about a a 1.0
number of Siacci functions for various projectile types.
and although one avoids argument by loading the
computer with Siacci functions most closely describing R(' .I xl). (I-x 2 )S the projectile being simulated, (a simple process). for a 1.0 + (6.59)
almost all cases any available Siacci table can be used. x2Logex2 -R x LogeX1
The simulation has been programmed to accept several
values of (t,,D.) for given V. and derive the value of C In most cases 1.0 < a < 2.0 and the two values
which makes a best fit to specific firing table data when obtained above will bracket the correct value. Thethat is available. above method can be used to develop an iterative

The simulation runs reported in the present effort program for computer solution. Once 'a' is obtained,
used the old Gavre function and a few check analyses 'K' is easily computed. As an example consider a
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trajectory with the following three points for (V.1)), 4000); the two initial values of 'a' obtained are 1.443

including the initial point (3400,0),(2000,2000),( 1000, and 1.66. 3
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SECTION 7
THREAT CHARACTERISTICS

7.1 GENERAL CHARACTERISTICS OF THREAT while the air superiority battle was being waged, and

This section supplements and up-dates the discussion antiaircraft ground defenses would be heavily stressed.

of the threat contained in the AFAADS-I report. 7.1.2 Air to Surface Missile Charactertstics: The
New Ball Game7.1.1 Numbers of Types of Aircraft. NIf the defense inflicts unacceptable loss rates on

One of the best open source assessments of tactical aircraft using simple fire control and unguided muni-air capability of all of the nations of the world will be tions, the attacker may utilize various options employ-
found in the annual publications of the Institute for ing guided weapons. These are summarized as fol-
Strategic Studies, 'The Military Balance', and 'Strategic lows:-4
Survey'." Aircraft and tactical air to surface missile
characteristics are found in Jane's annual Weapon a. Line of sight established and held by attack
Systems' and Aircraft volumes, and in the monthly aircraft, missile slaved to line of sight, or steered
yInternational Defense Review. all the way. Short range missiles with wire com-

mand link include TOW, AS-I l, AS.12. Longer
Tactical air force levels in Europe are compared in range missiles with radio command link include

Table VII-! from 'The Military Balance, 1971-1972'. AS-20, AS-30, Bullpup A and B and Hellcat.I Numbers and types of aircraft from the same source b. Target viewed by TV-head on missile. Control
are listed in Table VII-2 and specific aircraft charac- modes include:
tcristics are shown in Table VII-3.

SEmphasis in the source material was on nuclear (I) Operator control all the way via TV view
demiveraphabiis , i t the e m cateria wasnd nuclers repeated back to launch aircraft. Free aircraft

delivery capability, but the identification and numbers maneuver as lung as data transmission path is
on strike aircraft are applicable to both nuclear and maintained. Systems include Martel (UK)
non-nuclear situations. and Condor.

The report 'The Military Balance' provides detailed (2) TV head locks on target and missile homes.
force structure for all of the nations of the world from Once lock-on is achieved, launch aircraft is
which force levels which may be involved in local free to leave. Systems include Maverick and
conflicts may be estimated!j Walleye bomb.

A principal observation from Tables VII-I, VII-2, c. Missile homes on target radiations. Radiation
and VII-3 is that in Europe, the NATO forces are sources include:
confronted by a tactical air force numerically exceed-
ing the NATO aircraft in each of the four listed (I) Sahr. Missiles for anti-radar homing includecegreof Tble VII-l. SrkStandard ARM, Martel (France),
categories of abe V1-I-Kormoran.

Under these circumstances, air defense acquires an (2) Infrared. Kormoran is reported to have this
importance far greater than it had for the United cared.
States and allies in Korea and Vietnam. In Europe, capability.
NATO ground forces would be under heavy air attack d. Active radar homing head in missile. The pi.nci-

Table VII-1, Numerical Strength of Tactical Air Forces in Europe

Northern and Central
Europe Southern Europe

(of (of
Waruw which Waruw which

Categories NATO Pact USSR) NATO Pact USSR)
Tactical aircraft in operational

-eriea hbombers . ISO 230 200 - 30 30
flshtetlpound attack t,130 1.400 1,100 450 IS0 so
intrceptors .. 300 2.100 1,100 275 900 450
recennalssance .. 400 400 300 125 100 40

20871-513A
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Table VII-2. Comparative Numbers and Types of Somber and Strike Aircraft

United States Soviet Union

Category Type Number Type Number

Long-range B-52 C-F ISO Mya-4 Bison 40

bombers B-52 C/H 210 Tu-20 Bear t00

Medium-rtnie Fe-I ItI 70 Tu-16 Badger 500
bombers

Strike aircraft F-1OSD TU-22 Blinder

'a (land-based) F4 (1.200) Yak-28 Brewer (iS00)
F- I I A/E Su-7 Fitter
A-7D MiG-21 FlshbedJ I

Strike aircraft 
A4 

1

(carrier-based) A-6A (900)
A.7A
RA-5C

I

OTHER NATO AND WARSAW PACT COUNTRIES I
NATO Countries Warsaw Pact Cointries

Category Type Number Type Number

Medium-range bombers Vulcan (Britain) 56
Canberra B(0)8 (Britain) 24

Strike aircraft (incl. Mirage IVA (France) 36 11-28 Beagle (IS0)

thort-tange bombers) Buccaneer S2 (Britain) 80 Su-7 Fitter (200)
1-4 (60)

F--104 (400)

20871-$14A

pal target would probably be ships. Missiles in- with simpler fire control. Aviation Week states with
clude Kormoran and Oomat. regard to 'Pave Knife' AVQ.-0.

e. Missiles homing on laser designated target. The
laser may be laid on target by a ground operator, 'Pave Knife' AVQ-10. This is a 'completely scf- 3
by an operator in another aircraft (for example a contained pod-mounted weapon de!,very system for
light artillery spotting aircraft), or by the launch the F-4D'. It combines LLLTV with a laser tracker and
aircraft. Whatever the laser location, the target designator for a laser guided bomb, and according to
must remain illuminated during the missile the reference the cost is S350,000 per system.$
fliSht. Systems include the Hellfire missile, and
• laser homing heads for iron bombs. Recent reports indicate high effectiveness of the laser U

The cost of the more sophisticated options is consid.- guided bombs. The following costs are Oiven in Avia-
erable, although the added equipment apparently, still tion Week for TV and laser heads for installation on
costs less than the flyaway cost of the delivery aircraft iron bombs (see Table VII-4)."
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Table VII-3. Characteristics of Bomber and Strike Aircraft

AIRCRAFT (USA)

Max. range Max ipeed Max.
(Statute (Mawh, weapons ASM In

Category Type miles) no.) load (lb.) carried service

Long-range B-52 C-F 11,500 095 60,000 Hound Dog 1955
bomoet B-52 G/H 12.500 0.95 75,000 2x Hound Dog

Medium-
range
bomber FB-I 11 3,800 2.2 37,500 1970

Stuike A-4 2.300 0.9 10,000 2'x Butipup 1956
airc aft A-6A 3.200 0.9 18,000 2 x Bullpup 1963

A-7A/D 3,400 0.9 15,000 4 x Bulipup 1966
RA-SC 3.000 2.0 13.500 2 x Bullpup 1964
F-104C/G 1.300 2.2 4,000 2 x Bullput) 1958
F-105D 2,100 2.25 16,500 4 x Bullpup 1960
I--I I1AIE 3,800 2-"/2.5 25,000 4 x Bullpup 1967
F.4 1,600 2.4 16,000 4 x Bullpup 1962

j AIRCRAFT (USSR)

Max. range Max. speed Max.
(Statute (Mach. weapons ASM In

Category Type miles) no.) load (lb.) carried service

Long-range Tu-20
bomber Bear 7,800 0.78 40,000 1 x Kangaroo 1956

Mya-4

Bison 6,050 0.87 20.000 - 1956

Medium- Tu-16
range Badger 4,000 0.8 20.000 2 x Kett 1955
bomber

Strike Tu-22
aircraft Blinder 3,000 1.5 12,000 1 x Kitchen 1962
(incl 11-28

short- Beagle 2.500 0-81 6,000 - 1950
range Yak-28
bomber) Brewer 1,750 1.1 4,400 - 1962

Su-7 Fitter 1,250 1.7 4,500 - 1959
MIG.21

Fiohbed 900 2.2 2.000 - 1970

AIRCRAFT (OTHER COUNTRIES)

Max. range Max. speed Max.
(Statute (Mach. weapons ASM In

Country Type miles) no.) load (lb.) carried serv ice

BRITAIN Vulcan B2 4,000 0.95 21,000 1 x Blue Steel 1960
Canberva B(I)8 3,800 0.83 8,000 1- 955
Buccaneer S2 2.000 0.95 8.000 1965

FRANCI Mirage IVA 2.000 2.2 8,000 - 1964

S7-3 20871-5ISA ±7-3I



Effective execution or close air support missions

Table Vll-4. Smart Munition Costs requires the following:

a. Air Superiority. Air superiority is an essential
Component Cost prerequisite for effective close air support opera-

tions. Close air support flights must be provided
Basic 3000 lb GP bomb $5.800 warning and security against enemy fighter at-

tacks to a degree commensurate with the local

TV Guidance Package s15.000 situation.

b. Suppression of Hostile Air Defense. The vulnera-

Laser Guidance $3.100 bility of close support aircraft to ground fire
___erGu__ne____10 makes enemy.capabilities in this field a major

consideration. When possible, known antiaircraft2087 1-516 weapons should be rendered ineffective before

The road to improved systems is Paved with at least close air support is attempted.

seven variations on the Pave system, and some 15 c. Favorable Weather. Favorable weather and obser-
system development programs are outlined in Aviation vation at the target is necessary for erfective
Week.' visual close7 air support. The type of attack em-

ployed is influenced by the ceiling and the visi-
7.1.3 Implications for Local Air Defense bility. Close air support in marginal or unfavor-

able weather conditions may be conducted by
The simplest 'smart' munition, and probably the visual attack aircraft utilizing a ground radar I

option of lowest cost is the guided bomb. If the laser control system found in the air support i'adar
designator is airborne, however, it must be at sufficient team of the Marine air support siuadron. All
altitude to have a line of sight to the target, and the weather attack aircraft may conduct close air
designator standoff range is limited by accuracy of support during unfavorable conditions indepen- I
holding the laser aim. This may expose the designating dently or in conjunction with the air support
vehicle to surface to air missile fire. radar team. Unfavorable weather conditions at

In the case of stand-off missiles wth range the carrier or land base from which the aircraft
toremain othe ie o tandhoe missiledefense zone.theno irnoperate will decrease the on-station time of theto remain outside the missile defense zone, the air to close air support aircraft.

surface missiles themselves become quite large, and it

may be possible to engage them with the local defense. 7.2.1 Delivery Mneuvers

The reported effectiveness of laser target designa- A variety of delivery maneuvers have been devel-
tions suggests a need to provide the defense with a oped for the various types of air-to-surface weapons.
detector which can sense laser illumination and deter- The maneuvers were developed after careful considera-
mine the line of sight to the illuminator. If it is on the tion of such factors as weapon ballistic and fragmenta-
ground at short range it may be engaged directly by tion characteristics, various types of terrain, weather,
the air defense weapon; at longer range it can be enemy defenses, and accuracy requirements. Each de-
attacked by artillery if response time of artillery can be livery maneuver is designed for a particular set of
made acceptable. circumstances. Generally speaking, the delivery maneu-

vers are divided into four categories -- level, glide,
These counteractions are not necessarily feasible. dive, and loft. Weapon release angles up to and includ-

However the problem for the defense is now suffi- ing 45 degrees are referred to as glide deliveries. Dive 1
ciently well defined so that analyses of air defense deliveries are weapon release angles which are in
effectiveness should include the concept and analysis of excess of 45 degrees. Loft deliveries consist of a level
defensive systems and operational modes against air to run-in followed by a programmed pullup with the
surface munitions as well as against their delivery weapon release occurring at some predetermined angle
aircraft. during the pullup. The delivery mane:ver3 discussed in

this section pertain only to the maneuvers used for the
7.2 ATTACK AIRCRAFT TACTICS delivery of weapons which are most frequentiy used

for close air support; guns, fire bombs, retarded and
A detailed discussion of attack modes and weapons unretarded bombs, and rockets.

was given in AFAADS-I. This section supplements the
former discussion with extracts from U.S. Marine a. Level Delivery. The level delivery was designed
doctrine, which provides additional descriptive mate- for situations where low cloud ceilinqs prevent
rial of use in generating tactical situations for evalua- the use of glide deliveries. For close air support,
tion of defense systems." the weapons most frequently used woeld be the
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I fire bomb and the retarded snakeye general iar- close air support missions as it is generally
pose bombs. The release height would rat.. e less accurate than the 30-degree delivery.
from 75 feet for the fire bombs to 200 feet for 7-
the 500-pound snakeye while the release airspeed 7220rdnsnoo Selactlon
may range from 150 to 500 knots depending on The type, size, and delivery method of the ordnance
the type aircraft and ordnance limitations. The is selected based upon the nature of the target and the
level deliveries are generally less accurate in desired degree of damage. The total number of aircraft
range than glide deliveries. Also the target must sorties required is determined by dividing the total
be well marked or have a vertical profile and the amount of ordnance required by the total each aircraft
terrain must be relatively flat. The level delivery can carry. In selecting aircraft ordnance for the attack
may also be used for smoke laying operations of specific targets, the following steps are litilized:
and for battlefield illumination. a. The vulnerability of a target to attack is consid-

b. Glide delivery. The standard glide delivery ma- ered based upon target intelligence.
neuvers include 10. 20, 30. and 45 degree release b. The method of delivery will usually be a compro-
angle. However, the 10. 20, and 30 degree release mise between the optimum delivery technique
maneuvers are most frequently used for close air which could be used if no active enemy defense
support as they generally provide the best ex- were to be encountered and the requirement for
pected accuracy. Since each of these four release survival of delivery pilots and equipment. Fac-
maneuvers has slightly different purposes and tors that are considered in determining the deliv-offer different capabilities, they will be discussed ery method are as follows:
separately. (I) Standoff Capability. Enemy weapons in the

(I) Ten.Degree Delivery. This is optimum deliv- area that could affect the success of the mis-
ery for fire bombs for accuracy and is fre- sion; e.g., antiaircraft guns and missiles, en-

Squently used for the delivery of the retarded emy interceptors, etc.
snakeye bombs and strafing. The release/fir- (2) Weather in ihe Target Area. The weather in
ing height is approximately 350 to 400 feet the target area affects the abwlity to hit the
for all the above weapons target. The weather also affects the control

(2) Twenty-Degree Delivery. This maneuver is and number of aircraft that can be effectively
used for strafing, delivery of retarded bombs, utilized against a target because of cloud
retarded snakeye bombs, and rockets. The coverage and restricted visibility.
release/firing heights vary from 800/900 feet (3) Ordnance Available. The selection of ord-
for strafing and the retarded snakeye bombs nanc,: that can achieve the desired results of
to 1,500/2,000 feet for rockets and unre- damage to the target.
tarded bombs. The 20-degree maneuver is a
very accurate and effective maneuver for (4) Aircraft Available. The type, numbers, and
strafing and retarded bombs because of the carrying capacity of each craft to accomplish
low release heights. Unretarded bombs and the mission.
rockets are released/fired from this maneuver c. The type of aviation ordnance is compared with
when weather conditions will not permit use the accuracy and CEP of the delivery squadron
of the 30-degree delivery maneuver, in order to determine the degree of damage that

(3) Thirty-Degree Delivery. This maneuver is con- can be expected against a target. The Joint Muni-

sidered the most accurate and effective deliv- tions Effectiveness Manuals list all conventional
ery for rockets and free-fall bombs, particu- weapons and the damage effect that can be ex-
larly from high speed jet aircraft. The re- pectrd against a variety of targets.
lease/firing heights vary from 2,500 to 3,000 7.2.3 Relative Delivery Aocuracy
feet depending on the type rocket or bomb
being released. The release airspeeds may be The expected accuracy of air to surface weaponis is
as hibh as 500 knots. Accuracy results from dependent on several factors, such as the degree ofI the lower release point (lower pullout) not individual pilot proficiency and level of training, the
available in the 45-degree delivery, visibility, and the pilot's ability to see the target or aim

point. The expected accuracy is also affected by the
(4) Forty-fiv Degree Delivery. The 45-degree de- type of delivery mareuver and the release height of the3 livery may be used for the delivery of rockets particular weapon. Normally, the delivery maneuvers

and unretarded bombs. However, except for used in a close air support situation would range from
situations where maximum bomb penetration a level delivery to glide angles up to 30 degrees. The

i is required, this maneuver is seldom used on release heights will vary approximately 75 feet to
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3,000 feet above the surface. Specific expected accura- 7.2.6 FlIk-Suppreuulon Technique s
cies for the various weapons and delivery combina-
tions can be found in the Joint Munitions Effectiveness ounterbatteryksuppressin atechniques are employed in supported oftJ

Manuals (FMFM 5-2 series -- to be issued). Generally cose ai t ar c fires are in
speaking, the normal order of expected accuracy for close air support aircraft. Flak-suppression fires atc
air delivered weapons is as follows: directed against hostile antiaircraft weapons that can

bear on close air support aircraft during the execution

a. Strafing. of their missions. Flak-suppression fires are primarily
delivered by artillery units; however, naval gunfire and

b. Retarded snakeye bombs and fire bombs. other support aircraft have the capability and also are
employed to deliver these fires. Because of the detailed

c. Rockets. and close coordination required, flak-suppresion fires I
are planned, coordinated, and controlled by the appro-

d. Free fall (unretarded) bombs. priate fire support coordination center (FSCC). The
aviation representative in the FSCC plays a most

7.2.4 Nuclear Weapons Delivery Modes important pan in the planning of these missions. He isresponsible for the preparation and use of flak-sup-
Nuclear weapons delivery can be accomplished by ression templates that represent the area and timeofak

heavy attack/bombers or fighter/attack jet aircraft. prsintmltshareestteaeandieThe varioustactioms are higheraltitude lvel aireeas, each type of aircraft will be vulnerable to antiaircraft
The various tactics are high altitude level releasen fires during certain typei of attacks. Approach and
laydown. loft (low. medium, and high), and high recovery distances vary somewhat with the type of
altitude dive bombing. attack -- bombing, strafing, napalm, etc., as well as

a.High Attitude Level Release Systems. These re- with the type aircraft, speed, and special flight charac-

leases normally are radar controlled from heavy teristics. A flak-suppression template and overlay is
attack/bomber aircraft but utilize visual release illustrated in Figure 7-1. This illustration shows a

as a backup tactic. Both systems are relatively typical broad arrow template representing the area
inaccurate, required by a particular type of aircraft for approach

and recovery while executing a close air support mis-
b. Ground-Controlled Radar Systems. These systems sion. Hostile antiaircraft positions and other pertinent

can be utilized to direct aircraft to the target and information required for flak-suppression missions are I
can automatically release the weapon. Ground- usually plotted on the overlay. The techniques em-
controlled radar systems provide some indepen- ployed in the execution of flak-suppression mirsions in
dence from weather limitations but are short- support of close air support aircraft are illustrated in
range systems. Delivery errors vary with range Figure 7-1. The key to a successful flak-suppression i
but are generally less than those of high altitude mission lies in thorough planning and positive control
systems. of its execution. The flak-suppression mission is con-

trolled directly by the forward air controller (FAC),
c. Laydown Tactic. This tactic is a minimum alti- forward observer (FO), and/or when naval gunfire is

tude, horizontal bombing maneuver. The target is utilized, by the shore fire control party (SFCP). These
approached at low altitude. The weapon is re- controlling agencies can be located side by side in an
leased, retarded by parachute to provide greater observation post or tied in with 'hot lines' to ensure
accuracy and increased distance between the air- instant reaction.
craft and target. This tactic provides a high 7.2.6 General Discussion of Air to Surfaee
degree of accuracy. Delivery Tactics I

d. Loft Tactic. The loft tactic of delivery is accom- Marriot in a survey paper observes' that stand-off
plished by the delivery plane approaching the missiles can cost SI50,000 to $300,000 per round
target at a very low altitude, making a definite which, compared with the S85 per round cost of 68
pullup at a given point, releasing the weapon at a mm rockets is a consideration in the use of s'and-offl
predetermined point during the pullup and toss- missiles. On the other hand against a good defense not
ing the weapon onto the target. using the missiles is more likely to cost the $3.5 million

c. High Altitude Dive Bombing Tactic. High altitude (and up) aircraft. I
dive bombing tactic is accomplished by rolling With regard to attack modes it is stated 'the time
into a steep dive angle at a high altitude with a taken by an aircraft, such as the F105, from the
recovery from the dive at altitudes commensurate moment the dive is started until bomb release is 6 to 9
with the size and burst altitude of the weapon. seconds and in poor visibility may be even less. During
This delivery is the least accurate of the methods this time the pilot has not only to fly to aircraft so as
of aerial nuclear weapon delivery. to place his optical aiming mark in the right poizion 4
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relative to the target. but has to estimate and allow for Obtain range to target
the wind, adjust his speed, and watch out for attacking to target or
aircraft." equivalent measure 1-5 1-5

Low level bombing is cited as having been danger- Computer obtains J
cus to the bomber in Vietnam. and the British view on solution I + 2-6
ýIive and toss bombing is given as that 'both methods
are too dangerous for use in Europe as any aircraft Settle tracking 2-10 4-16
that gains any height at all will almost certainly be
shot down. Their policy for a Eurpoean war is there- Start pullup +
fore to use the lay down method wherever possible." release 1-2 5-18

Rockets are reported to be released at 3000 ft. slant The total time on a fairly straight path is from 5 to 3
range from a steady dive from a height of 4000 Ft. 20 seconds, in round numbers. One maj guess that the
The Israeli's are quoted as saying that the 68mm longer the path the greater the accuracy. The gain is
rocket immobilizes "i tank (salvos of 6-7 were enough unlikely to be a factor of 4 but is guessed to vary as
at Israeli versus Arab release ranges), but the tank can indicated in Figure 7-2.
be repaired. 7.3 BOMBING ACCURACY AND MUNITIONS

U.S. pilots in Vietnam are said to prefer guns to EFFECTIVENESS IN THE OLD BALL GAME
rockets for air to ground attack because the rockets are 7.3.1 Prformonoe Summaries
mounted in external pods that reduce aircraft speed.
Also they report that they obtained more effectiveness The accuracy with which iron bombs can be deliv-with bombs than rockets agiiiistt fixed targets. ered depends on rele&3e range. among other param-

ters. An effective defense forces the attacker either to
Some idea of the load factors which can be sustained release his munitions at a greater range or to use some

by strike aircraft can be gained from the followinf other, and possibly more costly air to surface weapon
brief summary of characteristics of the F-l10 aircraft. such as a missile. In this section some information on
The F-105 has a safe load factor of 867 g and a break the accuracy of bombing with iron bombs is summa-
load factor of 13.1 g. Max sea level Mach is 1.25. Max rized for later use in defense evaluation. All of the
Mach at 36,000 ft. is 2.15. Weight em.pty is 27,500 lbs. data is from unclassified open sources, and has not
and the aircraft can be loaded to 35,200-48,400 lbs. been compared against classified estimates. lMav thrusi with afterburner is 26,500 lbs. Additional open source data will be found in

11,000 lbs. of ordnance can be hung on wing pylons. AFAADS-I, Table IV-7.
A possible configuration carries four 1000 lb. bombs,
plus a 450 gallon belly tank. With regard to release altitudes, according to Avia-

tion Week, 0 USAF 'tactical aircraft were limited to a
The 1960 bomb sight had a radar mode in which the minimum of 3,000 ft. altitude in making weapons iir

pilot kept the target image on a vertical cross hair until delivery runs in South Vietnam. The move was de-
it crossed a pre-se, range cursor. At that point he signed to reduce the effectiveness of the smaller caliber
activated the automatic bomb system which included a anti-aircraft guns being used by the North Vietnam-
doppler radar correction for wind (range and cross). ese.' (in May 1972) I
The system automatically delivered via the half-loop
mode. Tables VII-S and VIl-6 summarize CEP estimates

from various sources, and Table VII-7 summarizes 3
F-105 unit production costs were given as down to some estimates of effectiveness per pass and per bomb 3

$1.4 million. against vehicles and bridges.

7,2.7 Set Up Table for a Bombing Run It is clear from the tables that an air defense of only
moderate effectiveness could make tactical air attack

in view of the 6 to 9 second set up time for dive with Korean vintage aircraft munitions and fire con-
bombing (for the FI05). we can make some conjec- trol cost-ineffective, The 'smart bombs' now opera-
tures on how this might relate to CEP. tional make it a whole new ball game. 1

Assuming a simple computing bomb sight we can The tabulated data on CEP and effectiveness of iron <
estimate the following times during which the attack- bombs and straftn, should therefore be considered as
ing aircraft flies a fairly predictable course, obsolescing capabilities of unsophisticated, relatively

low cost tactical air systems. An object of local air
Time Joe" Elapsed Time defense is to deny the enemy the use of these low cost

Roll in to dive 0 0 solutions and force him to use more costly options.
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Figure 7-2. Hypothetical Variation of Glide Bombing CEP With Duration of Bombing Run

"7.3.2 SAAB Bomb Sight Charaotirlstlos during the bomb run, but the next level of sophistica-
tion, allowing non-visual delivery and evasion duringTo evaluate the effectiveness of a ' int defense' the attack path would also represent a substantial cost

* antiaircraft system one needs to know how the effec- increment.
tiveness of the attacking aircraft is degraded as a
function of increased standoff range, or in the case of Svenska Aerplan AB (SAAB, was building a semi-
dive or glide bombing, as a function of the bomb automatic toss-bomb computer in 1939. A fully auto-
release range. Performance figures for the SAAB BT9 matic BT9D (mechanical) was developed, followed bybombsight have appeared in comrpny advertisements an electronic model (BT9E).
and these are analysed for posible use in evaluations

* of defense systems. In 19.'.: 4 'vertisements of the Svenska AeroplanI Aktiel•,je4, '" in Interavia described the SAAB BT-The BT9 is considered to represent good modern 9 Toss Ilklr a Computer and indicated that it was intechnology for ihe delivery of unguided bombs under service *tt,t the Royal Swedish Air Force, the U.S. Air

I visual conditions. It is unlikely to permit maneuver Force, and was in production for Aeronavale Fran-
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Table Vll-5. Delivery Accuracy of Aircraft Munitions fromn Unclen ied Sources

Conditions (feet) Reference i
Combat initiation of bombing in Vietnam 75O Aviation Week

F-105 vs. undefended targets 365 ("5) j
moderate defense 540

heavy defense S75

"Current" in Vietnam 250 1
Training F-105 at Nellis 125

Competition Visual. 450 dive A7E I%1 pass 150 Aviation Week

2nd pass I00 (7.6)

ATA, 1 itt pass 300

2nd pass 200

"-Blind" (radar) altitude over 1500 fA. speed ovzr ".most of bombs within
300 knots TAS 1000 ft of target" I

Unspecified Defense Interavia

F-105 Shallow Dive 500 (7.7)

Low altitude approach and
release in half loop 1100

High altitude, horizontal, drop
from 40-50,000 ft 2000 • :I:

20871- 517A
Table VII-6. Delivery Accuracy of Aircraft Munitions in Korea from Unclassified Sources

! ~CEPI
Conditions (fee I) Reference

"Divu bombing with recovery altitude minimum oi 3(O0 ft "U.S. A6 Force in Korea"

Dec 1952 340

Jan 1953 314

8.26 mirctaft 1951.52

Level bombing, 7000 ft ait 375 OAO Memo No. 66

Glide, 300. 100&1500 ft 175 0.8)

20871-518

caise. In 1962 the advertisement carried a graph of direct his plane towards the target and press a pickledispersion versus altitude and dive angle for a true air switch. Bomb release is automatic. With an auxiliary
s• of" 250 m/s, and this is reproduced as Figure device, the BT9 is also suitable for firing air-to-

Tp a ground rockets.' 3
In 1967 the BT9R version with a laser range finderwas announced, but 'performance has not yet been From a published system schematic diagram, and

published in the open literature. associated descriptive material, the rfollowing therdetails are available:"• 5
According to the advertisements:

'The ST9 functions in principle as an analoS com- In operation, the pilot dives along a straight line at
puter. In a dive, it automatically registers altitude, the target then puns up. MW computer releases thedive angie. and other variables, from which it de. bomb when the pull-up angle is computed to be correctrives the correct release point. The pilot only has to for a hit.

7.10
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Table VII-7. Munitions Effectiveness in Korea

Conditions Target Measure Effectiveness Reference

Undesitgnated. 1952-53 Bridgs Hits/pass Day 0.09 USAF in Koreu
Night 0.04

B-26 1951-1952

Bombing Vehicles (laims/pass 0.22-0.76 OAO Memo.1952

I Strafing Vehicles Claims/pass O. 12-0.43 (7-9)

Fighter-bombers !95 1-53 OAO Memos.195 2I Glide Bombing (night) Vehicles Clatms/bomb (.8, 7.9)

Perpass: 1-1000IbGP 0.197
1-500 lb GP 0.189
2-1000 IbGP 0.115
2.5 00 lb GP 0.110

Glide Bombing (night) Brldps Hits/bomb

SO1 lb GP average 0.037

1000 lb GP avenrge 0.038

Glide Bomoing 4day) Bridges Hits/bomb

500 lb OP average 0.08
1000 lb GP aveage 0.10

B-26 Level Bombing (nipht) Vehicies Claims/bomb

S00 Ib GP average
1951.1952 0.103

1932. 0.089

Fighter.bomber (2 bomb) Vehicles Claims/sortle 0.262 OAO Memo.1953
B.26 (full load of 500 Ib) 0.89 (7.9)

20871-519

The BT9E consists of a computer (36.4 lbs.), an The pilot settles his sight on target (fixed reticle),
operating box (3.1 Ibs.)and a quick erecting gyro unit holds it steady, presses the pickle switch and does a
(10.5 lbs.). The gyro axit parallels the line of flight and straight pullup. The bomb is released at the computed
allows 360C freedom in roll. 'correct' angle of loft.

Preset factors are slope of the aircraft lift curve and Operating ranges are given as

anle of zero lift. Manually set factors are weapon Altitude 0-2o,0oo ft.
ballistic coefficient, target pressure altitude, aircraft
gross weight and wind speed (apparently in direction Speed Mach 0.5-1.0

of flight only). Continuously measured and computed Dive angle 10.S-r
factors are gyro angles, static pressure, dynamic pres- Acceleration in pullout 3-7g
sure, acceleration, time, dive angle, ideal angle of
divergence (loft angle) parallax allowance, angle of Maximum slant rant 3300-50.000 ft, depending on
attack and wind correction to angle. speed dive angle and bomb resistance.

F 7-l
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Figure 7-3. Dispersion of Bomb Delivery With SAAB 8T-9 Bombsight I! I
For this sight dive angles between 30.450 are recom- range independent of the angle of dive. and the angu-

Sended as optimum. lar dispersion in mils almost independent of range as
well.

A replot of Figure 7-3. showing contours of constant These errors are probably estimated exclusive of
liner CP i th verica plne ontanin th atack pilot aiming errors and hence are considerably imrllerlinear CEP in the vertical plane containing the attack than (hose noted in Table VII-5 and V/ii-6.

path is shown in Figure 7-4. For this design, CEP in
meters appears to depend principally on the horizontal 7AI
range from release point to target, and to be relatively 7.4 AIRCRAFT VULNERANILITY
insensitive to dive angle. A few trigonometric exercises
on source errors and their effect on CEP indicate that The probability that an aircraft will be lost, given a m
the shape of the functions in Figure 7.4 may result hit by a round of antiaircraft fire (or by fragments) 3
from the fact that the tight computes range to target depends so specifically on design details that it is U
from pressure-altitude and angle of dive, It is conjec. difficult to make simple generalizations. On the other
tured that the use of a laser rane finder in the latest hand, one feels intuitively that it should be possible to
version will tend to make the dispersion at a liven develop relatively simple parametric expremions relat-
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ing caliber, for example, to kill probability for a 7.4.1 Interpretatlon of Combat Loss and
generic type aircraft and homologous projectiles. OamaIo statitlies

Rather than attempt to utilize the extensive classified One usually can find esimates of e loss rate per
literature on aircraft vulnerability in order to minimize Oe sometimes with estimates of cause of less: air-
the classification of the present repor. the approach in craft or ground fire. This eiformatesof tclls one only
the present study has been to derive vulnerability whether tpe threat was important. The next mos n likely

functions from unclassified combat histories and lim- information to find i t the number of aircraft damagedl

ited open source vulnerability estimates. Combat data, and the number of aircraft lostd preferable cause.

where available, is an inherent averaging device over the rati o f

all of the variations in tactical parameters.

The resulting expressions are cqnsidered to be rea- P0  L/(L+D)
sonable, but have not been compared with classified

'testimates.
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is more informative, and depending on the assump. Then
tions one is willing to make about correlations in
hitting and vulnerability, it may be used as a rough Probability of loss
estimate of the upper limit to single shot probability i
that a hit causes a kill. L = I - e"Ep (7.3)

If by good fortune, one also finds recorded the Probability of
average number of hits on aircraft returning with hits, rrnbwiits
the single shot probability can be improved by return withhits
computing: D eP- e.E (7.4)

p = po/H (7.2) Average number of i
wher hits on survivors

where H qeE 75

H - the average number of hits per aircraft HS = iE r (7.5)

Some rare reports provide information on the num- Average number of
her of aircraft returning with 1,2,...nm hits. This allows hits on survivors j
one to do a better job of including correlations in wi:h hits I '"
hitting and killing in the analysis. Eq

Whicn a mix of weapons has attacked the ai-craft.- - - (7.6)
the problem becomes more difficult. Some reports iden- -
tify weapon type causing damage. Even better, some Probability of loss
reports identify the components that cause aircraft or damage
vulnerability. L+D I (7.7) 1

Note that general reports on aircraft damaged will
vary as to whether the damage was repaired by a patch
(likely not to be reported) or by replacement of a The object is to infer p from available damage andmajor component (probably reported because of the loss statistics.--
requirement for a new component).

But however variable the combat data it has the Define;
advantage that it contains all of the environmental p z L/(L+D)* I-P0  (7.8) U
variables' many of which are likely to be omitted in an 0
armchair analysis.

How far one can go in developing the vulnerability p. is the ratio of lost aircraft to the sum of lost and I
model depends on the amount of detail available in the damaged aircraft and is the statistic most usually
combat data. In the following paragraphs we indicate available.
some of the considerations in inferring the single shot i
probability that a hit causes an aircraft kill, based on The preceding expressions assume a fairly uniform
the assumptions: exposure E of the sample aircraft. This assumption can

be relaxed a good deal by a different derivation, as
Successive hits are independent. long as one does not use loss rate L. If one does not

b. The target is 'singly vulnerable', have H, however, then defining f - L + D:

Both of these assumptions may be relaxed if one has
information on the number of aircraft returning with f I • e"E (7.9) 5
0,1.... hits.

and Ln(¶- fpo)

Define: M Ll- 0 1o 1! -(112)(f%)]

p - single shot probability that a hit causes a kill (7.10)

E - expected number of hits and the correction to p, from this expression can be i
q - I - p - probability that the aircraft survives very sensitive to the fact that not all aircraft in the

a single hit sample were equally exposed to enemy weapons.
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The above expression does use the loss rate only in
the correction term. If we believe that L is well known L- pE (7.19)
we can change the approximation form by using and so

i p/q ( L)(7.20)L a I _ e-pE o (7_12

0I - L) a e-pE Since L/2 is usually «< 1.0
(I Lo ePE

n eqE . (I- L)q/P 9 e-L'./P ;L«< 1.0 P - H- p(Q.- 1) (7.21)since q

SH _S

- I -e'Eq If the average number of hits on hit aircraft surviving
H p (q/P)Ln(l . L) is very close to 1.0 then p - p.. However, if the
H (I - L)qP (7.1) airplane is relatively invulnerable to hits, p - p,/H and

the loss/damage ratio gives a poor estimate of the
single shot vulnerability.

When the number of aircraft returning with j hits, j
[(qL)/2p] 2 Log tL - Log +(H- 1)I II - 0,1.... is available, one can make more sophisticated

- -- 1) -(II2XH. - 1 inferences. For an example based on a large sample of
( / )2 B-17 and B-24 data on hits by antiaircraft shell frag-

L ments, refetence is made to a paper by Weiss.'F2.5--f- (7.12) 7.4.2 Inferences from Aircraft Damage and Lose
Reports

and for L small and _H- I small A declassified report on U.S. aircraft damage and

L losses to ground fire in Korea allows some inferences
p/q 2E - regarding the variation of vulnerability with caliber of

21(7.13) the defense weapon."

For Navy and USMC aircraft (two piston engined
types and one jet), the number of aircraft hit and the

which can be seen to be very sensitive to L and Hj number of aircraft lost are given with estimates of the
type of defense weapon. These were categorized as
fragments (including own bomb fragments), 7.62 mm,

Then 12.7 mm and 20-mm weapons.
1, -.The result of a hit on the aircraft was categorized as

ro I e.E (7.14) 1) aircraft lost, 2) replacement of major component
required, 3) replacement of minor component re-

Hence, ~(7quired, 4) patch only required. There was an average
e"EpI • poeqE (7.15) of 1.25 hits per aircraft hit, so in accordance with the

analysis of the previous section, the ratio of aircraft
e-qE - I .(Eq)/H (7.16) lost/(aircraft lost + aircraft damaged) is expected to

be a fair estimate of the probability that a kill, would
Then result from a hit.

(ePE-I]/(pE) t(po/%Xq/p)l/H) (7.17) For details of the data, including a great deal of
t i sinformation on component vulnerability, the refer-

Expanding the left side, for small IE enced report should be obtained.
I1 +(I/2)pE a (po/qoXq/pXlII (7.18) The aircraft were in about the 20,000 lb cla's, and

(there was a 3/i variation in loss/hit ratio across the

three types.

For the aggregated data on the three types, it was
~ The loss rate will usually be very small found that the single shot probability of each category
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-IT• II - 1I II III I



of damage (except patches) given a hit could be ap- Projectile Lethal Radius
proximated by a function of the form German 88 mm 15 ft. I

p = -kC8 (7.22) with time fuze

UK 3.7" (94mm) 25 - 30 ft.

where C - caliber in mm, and k and a are constants In attempting to infer single shot vulnerability from ¾
for each damage type. air to air kill and damage data, information on the

average number of hits per aircraft hit is essential, 1
because in air to air combat this number is usually

The same form of function fits the probabilities considerably greater than unity. Gun camera data, of
derived on the assumption that each damage class is course, provides all the information needed to make
independent of the others, i.e., the probability of an good estimates of both aircraft and component
aircraft returning with damage requiring major com. vulnerability. I
ponent replacement is the probability that it receives World War !1 data on Navy and USMC aircraft

major component damage, times the probability that it damaged and lost to both air to air and antiaircraftd o es n o t receiv e a leth a l h it. d m g d a d l s o b t i o a r a d a t a r r fshows a trend with caliber similar to that obtained
Figure 7-5 shows the damage functions plotted from the Korean data, but the loss/hit ratio is substan-

against caliber and compares them with loss probabili- tially higher." It is believed that at least a part of the
ties to air-to-air fire in the Pacific theater in World difference is accounted for by multiple hits per aircraft 3
War-Il (Navy and Marine aircraft)." hit in the WW 11 data.

The resulting inferred variation of damage probabil- Other Vulnerability Estimates
ity given a hit then varies with caliber as follows Drandli provides a curve of kill probability, given a

Loss of Aircraft C, hit, in his book. It was reproduced in AFAADS-I.
Replace Major Component Ca'? Chuyev' summarizes some U.S. and French aircraft

vulnerability data, including a curve of probability
Replace Minor Component Ci'z versus HE filler weight.

For the three aircraft types, the average ratio of 7.4.3 Inferences from Antiaircraft Gun
aircraft lost to aircraft hit and lost over all weapons Engagement Records
was 0.09. Antiaircraft artillery action reports from World War I

Futtrell gives some damage and loss rates for Air 11 provide the number of aircraft destroyed (confirmed

Force Thuderjets in Korea in 1951.11. Over a four kills) and estimates of probable destruction and/or
month interval during which 115 aircraft were lost, the damage, the definition of which apparently varied with
ratio of aircraft lost to aircraft lost plus aircraft hit the theatre. How good the damage estimates were is
was 0. 11 which is consistent with the Nav, data. difficult to estimate, but it is clear by comparison with

the complementary data on returning damaged
friendly aircraft that minor damage was not likely to j.

World War 11 be observable by the gun battery.

Looking back to World War II, we find the follow- Only secondary sources were available for the pre-
ing estimates derived principally from German prov- sent study; there may be more information in the
ing ground data and camera records of combat with original after action reports.
regard to B-17 vulnerability, and summarized by Weyl For the European theater the reporting categories
in 1950%' The estimates are shown in Table VII-8. were

The second column in the table was based on experi- Category 1: aircraft destroyed
ments by Burgsmueller at the Rechlin establishment on
captured 4-engined bombers. It was estimated that Category I1: aircraft probably destroyedfrom 15-18 oz (420-500grammes) or Hexog~en-Alumi-

num filler was required to assure a kill with one hit.a Also available were the rounds per kill in each cate-gory (RPB). Across all aircraft types , ;he ratio 1/(I +

The experiments led to the development of very high 11) was between 0.69 and 0.72. Most of the da:a was
capacity HE projectiles known as 'Mine' rounds. The on the Mel09, FW 190, and JU 88. An exception was
one hit/one kill objective was pursued both by 55-mm the Me 262 jet for which the ratio was 0.08 suggesting
gun developments and by development of the R4M air that its speed was such that it did not fall close enough
to air rocket. to the battery for a kill to be confirmed.

Weyl also gives the following estimates for large Table VII-9 summarizes results by weapon, over all
caliber fragmenting projectiles intended to destroy the target types." The principal point of interest in this
aircraft by near bursts. table is that fewer targets with observable hits escaped
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Table VII-8. WW II Aircraft Vulnerability Data

Minimum Number of Hits Actually
Hits Required per Required vs.

Caliber of Projectile Kill (Test Results) B-I 7 (Combat Statistics)

0.30" (Lewis MG)* 850 ".a.

0.50" ( 12.7 mm) n.a. 50-60

20 mm 20 20

30 mm 4 7

55 mm I n.a.

-This was a RAF assessment of 1939. AA fire, target unspecified.
208 7 1-520A

the 40-mm than the 37-am . The rates of fire were not observation is that most of the targets were engaged in
greatly different, across these weapons. The caliber ground attack and hence came within range of the 40-

0.50 ratio is explainable if one believes that when on- mm as well as the 90-mm.
target, it usually secured multiple hits. From another reference, over the period 6 June I

In the Pacific Theater the kill categories were more through I August, 1249 aircraft appeared over the Ist
specific and applicable to the present study. They were Army, 408 by day and 841 by night, and or these 170

were destroyed. The Rounds per Bird by caliber were
Category A: Mid-air destruction as shown in Table VII- 12.
Category B: Destruction by crashing Some additional data on antiaircraft gun effective-

Table VII-10 summarizes the data categorized by ness in specific actions in the Pacific Theater is summa-
weapon.'. Since the cal 0.50 never secured an in-air rized in Table VII-13. 5 In the defense of Corregidor
kill, the RPB by weapon is derived by assuming that in ammunition was severely limited. The troops trained
the joint use with the 0.50 the air kills were accom- in peacetime were highly skilled. Fire control em.
plished by the larger weapon, and 3 x this number of ployed the Sperry mechanical M-4 dircetor and the i
the crashes were assigned to the large weapon. The stereoscopic height finder. The attacking aircraft
remainder of crashes was assigned to the 0.50. The bombed from 15,000 ft. Initially the rounds per air-
sample size for the 37-mm is too small to be of craft destroyed was about 500 and by April it had been
significance, unfortunately. reduced to slightly below 100 rounds per kill.

Note that 31% of the aircraft observed to be hit by At Morotai the 90-mm guns were directed by the
the 40-mm were destroyed in the air. SCR-584 radar and the M-9 electrical director. "

Of all aircraft engaged, 15.85% were category I kills, For purposes of the present report we are intert.-ted
and 7.16% category II for a total of 23.01% destroyed principally in the 37-mm and 40-mm lethality. Observ.
or probably destroyed. This breaks down by weapon as ing the European and Pacific data it appears reason-
shown in Table Vll-I I. able to infer that for the targets of that vintage, 30%

Since this table reflects the number of weapons of aircraft hit by the 40-mm were destroyed in the air,
present as well as individual effectiveness the principal and 72% fell within sight of the battery. For the 37.

Table VII-9. Antiaircraft Effectiveness in European Theater

Number of Aircraft
Gu, Destroyed by Category _ Rounds per Kill

I 1+11 Ratio I/(1+11) RPB I IRPB 1+11

90 mm S9.S 119.5 0.75 235 176

90 mm with VT 20 25 0.80 178 142

40 mm 244 340 0.72 333 239

37 mm 60 105 0.57 590 337

0.50 73 117 0.62 32.360 20.190

20871-521A
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U Table VII-110. Antiaircraft Effectiveness in Pacific Theater

S;Number of Aircraft Total Number of
Gun Destroyed by Category Ratio Round% Expended RPB

I A A÷1 A/kA+B)

90 mm i 1 35½ 0.31 4.610 118

90 mm. +0.SO I 6 0.17

40 mm 2 6½'A 0.31 12,580 325

40 mmm+ 0.50 10 32 0.31

I 37 mm 0 1 0.00 20

0.50 0 8 0.00 165,260 12.700

20871-522

Table VII-1 1. Allocation of Kills to Weapon Type Table VII-12. Rounds per Bird by Weapon Type

Weapon 'le in Category
Dcst Damaged

I I+11

90 mm 546 288
90 mm 2.91 3.89 -

90 mm + VT 0.65 0.81 40 mm 409 260

40 mm 7.95 11.07 37 mm 400 223
37 mm 1.96 3.42

0.50 2.38 3.81 0.50 46.S44 23,272

Total 15.85 23.01 20871.-24

20871-523
mm a more tenuous inference suggests that 57% fell create in rounds expended per kill, as compared with
within sight of the battery, the Army situation, is not unreasonable. Since the data

does not include damage to Kamikaze aircraft not
A 40-mm round weighed about 5 pounds (comple:e destroyed before impact it is not possible to estimate

round) and probably cost about $5.00. Hence the cost comparative weapon lethality per hit.
in 40-mm ammunition per aircraft destroyed (con-

firmed kill) was about $1500. This seems to be an 7.4.4 Development of Approximate Vulnerabilityexcellent cost exchange. Functions

Naval Defense Against Kamikaze Attacks The object of this section is to develop some simple
Table Vii- 14 summarizes antiaircraft effectiveness in functional relation: describing the probability that a

defending ships against Kamikaze attacks.O For details hit on an aircraft causes a kill. These will, of course,the original report should be consulted. In defending fall far short of the authoritative vulnerability dataagainst a kamikaze attack it is probable that all guns generated by BRL and AMSAA and similar agencies.

i I fired for the maximum time possible, so that an in- However, they will contain a sufficient number of
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Table VII-13. Antiaircraft Effectiveness in Specific Actions Pacific Theater
Pacific Theater

Results as Fraction ol Number Hit

Number of Number of Rounds per
Aircraft Aircraft Probably Aircraft

Action Weapon Engaged Destroyed Destroyed Destroyed Damaged De'troyed

Corregidor 52 120

3"119411

Morotal 90 mm 179 (82 raads) 18 0.50 0.17 0 33 J
(1944)

Leyte AU wpms ;,278 251
(1944)

90 mm 61 0.49 0.32 0.19 125

40 mm 133 0.48 0.22 0.30 249 i
0.50" 57 3.845

2087 I-525A

Table VII-14. Naval Antiaircraft Gun Effectivoness Agairmn Kamikaze Attacks

October 1944 - January 1945 1
Planes destroyed Rounds expended

Gun and ammunition No. Percent I Total Per kill

5" .ommon 22.0 8.9 26,302 1,196 J
5'" proximity - fuze (VT) 17.0 6.9 7,083 417

3" common 5.5* 2.2 4,667 849

3" promrnity - fuze 0.5 0.2 544 1,088

40 mm 115.5 46.8 287,556 2,490

1. 1" 0.5 0.2 2.695 5,390

20 mm 78.5 31.8 645,315 8.2.,1

.50t CA1 5.5 2.2 119,232 21.678

.30 Cal 2.0 0.8 14,381 7.191

"Total% 247.0 100.0 1,107.775 4,480

per kill•'

Ohlcans lhi- 2 or mote dilfferent caliber guns appeared to be responsible for the iame kill. I

20671-S26
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parameters so that they can be adjusted to correspond depend on whether penetration, energ; or s. .iie other
to more exact (and classified) data. The simulation in characteristic is most representative of the damage. It
which they are to be used, in addition, has the capabil- appears that reasonable ranges are 1.0 < a < 3.0 and
ity of utilizing more detailed vulnerability data when 0.5 < b < 2,0. For present purposes we use a - 3/2, b
this is desired. - 1.0, P, - 0.10, so that

For purposes of AFAADS analysis we limit our ( "
interest to two classes of 'kills', those immediately = Po1- * e,
observable (the Pacific theater Category A of mid air
destruction) and those resulting in target crashes/ -k2 E

1/2
within observable range of the battery (Pacific theater = VO 0 2 (7.24)
Category B). These will be designed 1-kills' and 'K-
kills'.

Only impacting rounds are considered at this time, where E - kinetic energy of impact of the projectile.

and loss of aircraft from fire is excluded on the It is r~ot intended to apply this function above 20-am.

grounds that I) aircraft protection against fire is im- HE Ammunition
proving and can be highly effective if properly imple-
mented, 2) loss of the aircraft from fire when it occurs A reprise of some ancient proving ground data2" on
is expected to occur too long after projectile impact to structrual kills from HE rounds and HE charges
interfere with completion of the attack. against four WW II aircraft indicates that over the

caliber range 20-ram to 75-ram and weight of HEIt is also estimated that I-kills would result from charge 0.01 to 1.5 lbs, the probability of a structural

structural damage to ithe aircraft, but K-kills could kill (which we here identify with an I-kill) can be
result from component -damage from fragments of HE expressed remarkably well by
shells bursting within the aircraft, or from impacting e
ball or AP ammunition in small calibers. I

Scaling Relations Pi I•ekWhe (7.25)

it is assumed that the probability of a K-kill by a where
nor-explosive projectile can be approximated by the
function W,,. - the weight of the explosive change,or projectile filler[

k - 6 x 10' (WV)' (7.26)

P e'kCaVb)p. (7.23) W - aircraft gross weight in pounds.
V - aircraft maximum speed in knots.

w( For the four aircraft WV x lOt ranged from 3.8 towhere 7.9.

k - a constant for a given aircraft type The gust loading of an aircraft is proportional to its
C - projectile caliber velocity, One might expect that for a given weight

aircraft, the design stress would be higher for higher- striking velocity speed aircraft. One might also expect that for the same

There is certainly a minimum threshold for kC'V" design stress, the probability of structural damage
but this is omitted on the assur.aption that we will from an internal burst would be inversely proportional
usually be interested in impacts well above the thresh- to. the volume containing the burst and hence to aicraft
old.20 Similarly, for extremely large kC'V' P, will weigiht. It would be interesting to see to what degree
approach unity (collision with a mountain peak for modern vulnerability data can be scaled across aircraft
example), but rather than add another term allowing types in terms of the WV of the aircraft.
slow growth beyond the point at which component If one looks at (he division of energy between blast
vulnerability is almost completely exploited, we prefer and fragments of a bursting HE proiectile, on,! finds
thc simpler expression which accounts for most of the that for the low % filler weights possible with antiair-effect,.htfrtelwfle eihspsil ihatarcraft gun projectiles (under 30%) almost all of the

Reviewing the combat data on the Cal 0.30 and 0.50 energy is transmitted to the fragments, leaving very
it appears that 'a' should have a value of about 3.0. little in the blast wave. These relations are shown in
However, assuming similar exposure it is probable that Figures 7-6 and 7.7. computed from 'Gurney's Law'.
the 0.30 rounds struck at lower velocities because of This suggests that the structural damage caused by
more rapid slowdown. The relative values of a and b impacting antiaircraft HE projectiles results from the
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aggregated impact of the fragments on the structure w, - weight of filler plus metal case
and not from the blast pressure or impulse. The number of fragments impacting a component is

It may also be inferred that the principal cause of inversely proportional to the distance from the burst
damage to components from impacting HE projectiles point to the component. Since with proper fuzing. theI
is fragment damqale. Hence the projectiles should be burst is always within the aircraft, the projectile is in a
designed to maximize fragment damage. uniquely favorable position to inflict fragment dam-

To obtain a functional form for K-kill probability age, and the average distance from a component isI

from an impacting HE projectile, assume that the roughly proportional to A.e where A, is the presentedoy

probability of a component kill, given a fragment hit area of e aircraft envclope normal to the trajectory.

on that component is for the 'j'th' potentially vulnera. Thus the expected number of strikes on a component
ble component , ab of presented area A. is proportional to A1A,. II

p j - w-e (727) To obtain the expected number of lethal hits per

In general. depending on whether the component is burst, one would integrate the damage function over

the pilot, an engine, a munition, etc., the kaob will be the weight distribution of the fragments average over

specific to the component. burst positions inside the aircraft, and sum over all
vulnerable components. This would be essential in

The projectiic bursts into n fragments. which for a optimizing the projectile design for maximum frag-
conventional design of projectile have a wide range of ment effect. I
individual weights, but all of which are ejected at For present purposes we assume that all of the
about the same initial velocity, which according to tentially vulnerable components can be represented
Gurney's law is proportional to (for AA projectile poetldesign ranges). y a single equivalent component, that p, for thiscomponent is small, and that its vulnerability is ex-

_(whiw,)lf2 (7.28) pressed in terms of the average fragment weight

where 
wf - (wp- whe)/n 2 w p/n (7.29)

w,. - wight of high explosive filler Then the expected number of lethal hits per burst is

II
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Figure 7-6. Fraction of shell weight in HE Energy Division Belween Bloat and Fragments
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If HE projectiles are simply scaled homologously, the 7.4.4.1 Summary:
I number of fragments produced is relatively *ndepeT. The resulting expressions for the probability of a kill

dent of the caliber, but the average fragment Wei Ilt is given a hit, arc summarized in the Table VII-1IS. The K
proportional to caliber cubed. Hence we assme that n kill contains I kilts as well.
is independent of caliber. This would not be true isIFsome type of fragmentation control were exercised, in There are a suficiei t number of coefficients in the
which case the erfectieles above expressions to permit some adjustmet to good
could be substantially improved. vulnerability datr. To show what the exrressions look

dentlik ofe fohein calibecie, butue thve aveag frgmntwegsen

The &/A, terms is also taken as constant. However, like the following coefficient values have been chosen
t its inclusion was explicit to suggest that there may be a

scale effect for internal fragment damage with target k, - 1.0
size.

We choose a and b to have the same values as for an , 1.0
impacting, non bursting projectile- a - 1/2, b - 1.0. k3 - 1.0
Then k2 - 1(10)"'2 (4000)1'; for C in mm, v in

/2 f/2 1whe/ (7.31)sec
f - 10%

and the final expression for K-kills given a hit with an Figure 7-8 shows the resulting functional form with
impacting HE projectile (excluding structural damage) points from the combat data and other references
is previously cited superimposed. There is reasonable

-k whe/2 general agreement.
"p - e For the same rpameter, but two % filler ratios,

Figures 7.9 and 7-1o shows probability versus caliber,
Combining the expressions for structural and corn- and Figure 7-11 shows probability versus projectile

- ponent damage weight.
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Table VII-1 5. Vulnerability Relations
S.,Target Component Hit

Type of kill and projectile I Fuselage Wing

I-kill. HE T - p -k I W. he P I l. k4Whe

-klWhe-k3Whe11 "k wh-

K-kill.HE Pk " II PA 4 W he

K-kill. non.l-II P k ( Po -c 2 ) , NIL
impacting proj.

20871-527A
7.4.5 Computer Tort Vulnerabiky Module between complexity of the simulation and target

The expressions for the HE projectiles in Table VII- reprentation,
15 have been programmed into the Litton simulation. For small caliber rounds vulnerable componentsThe k, are input parameters which can be chosen to fit tend to lie within the target fuselage and an ellipsoid |whatever valid vulnerability data is available, seems to be a reasonable representation.

7.5 SIMULATION MODULE FOR TERMINAL Since we want to investigate a very wide range of
EFFECTIVENESS COMPUTATION projectile calibers it was felt desirable to include the I

This section develops the methodology for improved wing. of which the inner two thirds should be vulnera-
detailing of the target model and for the inclusion of ble to very large rounds.

round to round disp ion in angle and muzzle veloc- The fuselage vulnerable area head on is usuallyity. The target used in the simulation for AFAADS-I much smaller than the area side on. On the other hand
was a diffuse circle. The present model consists of two the vulnerable area directly from the side is not greatly
diffuse ellipsoids representing the target fuselage and different from the vulnerable area from directly below. J
wing. This would suggest an ellipsoid with circular cross

The dis rsion segment of the simulation which section about a longtudinal axis. The wing is very
accounts fOr round to round dispersion of the shot thin, and might be represented as a flat plate. It turns
pattern has also been improved to allow the use of out to be more efficient to use a generalized ellipsoid so
different values of lateral and vertical dispersion and that the same program can be used for both the
also to include the effect of muzzle velocity dispersion, fuselage and the wing but with different values o. the
and bias. semi-am.

Since the target vulnerable area can now vary sig- Given the two basic ellipsoids, they must be pro-
nificantly with aspect, it becomes desirab!e to account jected into a plane perpendicular to the direction of
properly for the relative direction of approach of the approach of the projectiles. 'Diffuse' targets are then
projectile (resulting from the vector sum of target and constructed from the projected ellipses.
projectile velocity) and this effect has been included, The diffuse target representation has several advan-

n ding gravity drop. tages as indicated in AFAADS-i. It is asymptotically
Principal emphasis in the AFAADS study effort is correct for very small and very large kill probabilities. $

on the characteristics of the fire control system. A good The kill computation is much simpler. It also allows a
overall evaluation of system effectiveness is desired and very simple computation of the probability of a hit on
so an objective is to describe the target vulnerability either the wing or the fuselage in the presence of I
characteristics in sufficient detail to provide an accepta- 'shielding' which is indicated to be suAiciently accurate
ble evaluation, for present purposes.

On the other hand, the description of target vulnera- Target bank angle is introduced as a function of the
bility to a degree which includes all of the meticulous radial acceleration of the target. Roll about the flight
detail with which target vulnerability analyses of spe- direction wi.nout change in direction is not included
cific targets is known would result in the simulation automatically, and if it were desired to include this (as
being dominated by the target model rather than the when the pilot rolls on his back at the top of a climb,
fire control model, with excessive running time. Our push#s over, then rolls upright for his flring ?ass) itobject therefore is to strike a reasonable compromise would have to be included as a special event. it Is not H
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Figure 7-1 1. Conditional Kill Probabilities versus Projectile Weight

I considered that this type of event would occupy a matrix is 3x3 square and skew symmetric. Designate it

significant portion of the firing time. as R

The following section develops the algorithms for
the projected area of an arbitrary ellipsoid on a plane X" - U R' (7.37)

perpendicular to a specified direction relative to the
principal axes of the ellipsoid. The equation of the ellipsoid in rotated coordinates

I 7.5.1 Determinatlon of Projeeted Area of an is
Ellipeold

Write the equation of the ellipsoid in canonical U'R'H R U a U'M U a 1.0 (7.38)

matrix form
where M is a 3x3 symmetric matrix.

Assume that the rotation has been carried out in

Where X'H X a 1.0 (7.34) such a way that the w axis is parallel to the bullet
trajectory in the vicinity of the target, i.e. the bullet

X'- [x y ] (7.35) trajectory relative to the moving target, corrected for
S(. both target and bullet velocities. If we are dealing with

impact projectiles, we require the equation of ihe

1/22 0 0 ellipse which is generated by the rrojection of the
I20ellipsoid in a plane perpendicular to the bullet trajec- i

H 0 1i/b2 0 (7.36) tory, i.e. to the w axis.
Equation (7.38) defines the u v w relationship of

0 0 points on the surface of the ellipsoid. Consider a plane
containing the w axis and cutting the ellipsoid at u, ).u.
As u is varied, observe du/dw. When du/dw - 0 we

By a series of rotations, obtain the equation of the have reached the edge of the projected ellipse. This
S ellipsoid in U' - (u v w) coordinates. The rotation 7-7defines w* in terms of u,. Substitute w* thus derived

7.27 4!
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back into Equation (7.38) to eliminate w. The result is Examining the elements of the two terms of Equa-
the expression in uv for the desired projected ellipse. tion (7.44) note that they are equal to each o:her and

Manipulation of the expressions is simplified by hence each equal to zero. Replace U2 by U., and
partinip ong o the mt ric es sn isubstitute back into Equation (7.41), eliminating w4

partitioning the matrices and obtaining as the equation of the projected ellipse

"minI m2 l m3  l . MI 2  Ua' [MI M2 M3 "I M2 ') Ua 10 (7.45)

M i 21  M2 2  m3  This is the desired expression for the projected
.. m32 M2' M3 J ellipse. I

m31  m32 .m33 Given Equation (7.45) the area of the projected
(7.39) ellipse can be derived. If the shot pattern is large

compared with target size, this is all one needs to know

about the target; in our case the shot pattern will I
where the subscripts have been chosen to express the sometimes be small with respect to target vulnerable
fact that M is symmetric., area, but in any case the area is an interesting point of

U . [Ua w) ;Ua = [u vi (7.40) reference.

The equation of the ellipse is Begin by determining the orientation of the ellipse

FM Mlin the u.v plane. and its maximum and minimum radii.

IUa I w1L] l M2 = 1.0 (7.41) Define:

[M2' M3 ]

ua MiUa *wM2.U2  1jaM 2 w+wM3w - 1.0 v - r sin 0 ; u - r cos t, (7.46) "

(7.42)

In Equation (7.41) write Write the equation of the ellipse as 1

(7.43) uE U t1.0o (U7PU 1.0

Differentiate with respect to w and set du/dw - 0. (7.47)
Designate w* as the value of w determined by this
process. It is the value of w for which a line parallel to
the bullet trajectory is tangent to the ellipsoid. Then

ux' w*] [ N M2 M3] [ 1 0 Substitute Equation (7.46) in Equation (7.47), dif-

M3 + [2ferentiate and set dr/do - 0

(7.44) Then the inclination of the ellipse is found to be

I7
U
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tan 2 4* - 2B/(A-C) (7.48) Ae ff eU'PU dU (7.58)

Solving for the major and minor axes

22 If I PI1/2 (7.59)
(rl~~~) (7A9) irI1 2

2 (A+B) 1(28)2 + (A-C)21 112

from which Equation (7.56) follows as before. In terms
The area of the ellipse Is: of elements of the rotation matrix R

Ae a" ri rir 2  (7.50) IM31 -(r13 2a 2 ) + (r 2 3
2 1b2 ) + (r 33

2/c2 ) (7.60)

At f whence,

Ae=(7 (AC) B 21 1/2222 222 2a2]/Ae = ir C 13
2 b2c2 + r2 3

2 a2c 2 + r 33
2 a2 b 2 ] I/2

I Referring to Equation (7.45)

7.5.2 Coordinate Systems and Rotation Matrlc"

M (7.52) The basic coordinate system is (X Y ZI fixed in
P M .M2 3' M2'3 space. A coordinate system [x y z] is fixed in the

aircraft. A third coordinate system [u v w] is centered
on the airplane, but rotated so that the w axis is
parallel to the relative direction of approach of the

and so projectile to the aircraft, with the u axis horizontal. A
fourth coordinate system [x, y, zt] is fixed to the gun

3 A" */ IP I (7.53) tube with the x, axis horizontal. These coordinate
I systems are shown in Figures 7-12 through 7-15.

But in terms of the M matrix, (Equation (7.39)): All four coordinate systems are rectangular and
right handed. Angular rotations are positive clockwise

IN IPI - NMI / IM3 1 (7.54) lookingoutalonganaxisfromtheorigin.

The aircraft's direction of flight is assumed to be

and along its y axis. We do not consider changes in angle
of attack, or sideslip angle in this model.

I MI * (a2 b2c2 )" (7.55) The following angles are defined:

so that: -bank angle, positive in a right turn.

1/2 9 - climb angle, positive for climb, negative

At a nabc IM3 1 (7.56) for dive.

where it will be remembered that M was scalar. A - target azimuth measured from the Y axis.

e • target elevation angle measured from the

Equation (7.55) follows from the fact thathorizontal plane.
m minant of any rotation matrix is unity and A, - relative direction of projectile approach in
,. U azimuth.

Se,- relative direction of approach of the pro-

IMI IR'l JHI 1I 1 IHI (7.57) jectile in elevation, measured from the
horizontal.

H - heading of the aircraft in the horizontalI nplane relative to the Y axis.

The same result can be obtained from the integral a - angle between the projections of the target
defining the equivalent area of a dilfuse target. We velocity vector V and the line of sight to
have the target in the horizontal plane. (7.62)
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Figure 7-15. Gun Coordinate System

,a A A- H + ifrom Figure 7-16. (7.63) CoIonIT. lteIT Sy1TteIimT

a,- angle between the projections of the target
velocity vector and the relative direction
of approach of the projectile in the hori- Invening the operations

zontal plane. (7.64) - - • IIt 131 Ixi (1.681

a r a Ar-H+ff ('7.65)

The rotation matrices are defined in the following
paragraphs. The IX Y ZI vectors are next rotated to the Iu v w]

'iJ ,' 0 o "I H ,, H 01 coordinate system. The set of rotations is chosen to
IXYZ I 10 10o co |o, ol -S. Ho, HI l caure the w vector to lie in a direction parallel to the

1 Lf0 0coJLP.-,, 8 Co0 aLo 0 1J 7.661 relative velocity of the projectile to target near the
-I target. This requires an additional r/2 rotation in e,.

This set o•f operations is abbreviated Ile operations are

I
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lu~l. xz cosr A. sin A, ] oo 0boo] ) 7.5.2.1 Some Special COS"0°.J 0 it cot/ e 1o 0o/ .,7,69i)
LO ijigIner coserj [•J (7.i9) These are useful in checking the simulation J

or programming.

gU)T * IXTlAl, (n/2)J (7.70) LetA=O,H=ff/2,ar=r/2,89= i

SThen

IujT T.Ix , 1.31T IITIHITIAIIc, + (ff/2)I-IjTIjT47.7) r 0 -, 1 01

This derines R n sinY 0 cosy (7.81)

IRI -cosY 0 sinY J l

Ih follows at once that. whereY = (03- ')

""xI -T u [ITIRIT (7.72)
and Ae " ib [c2 cos 2 (a" er) + a2 sin2 (03" er)] / 2

lxl - IRITIUI (7.73)

For reference (37.82)

IRIT 1 , .1 ,/2)ITIArITIHIIJl9)]p (7,74) Let A= 0.H= 0 ,ar= r1,V0=

IRIT " 0]TIOITIHITIlIle. + (x/2)] (7.7S) Then

Te equallen of he otaed ellipsoid i 0 -sin (e e) -COS (e
Referring to Figure 7-160 note tha t R (

S- H * a -' (777) CoS(Cr 0) -sin (er -6)

The H and A, matrices can be combined ira, it known, and

IAITIHI" IH- ]A " f IN-r)l" la-.] (7.78) Ae = a[c2os2(eCr .0)+b 2 sin 2 (r.0)] (4
similat ly (e - ) 7,84) °

IHITIA, I I" -jar-NJ " I,-arl (7.79) Let - 0, 0 O

Then
The R matrix has been multiplied out for reference:

.cw5 ar -si a. Sin) er 'sn cose*. icIc c~iC 1
R -3) a1  cota1 siner -cosarcose

.r - ,, ,ja * , , + ,i n 0 si n a 1  
0-

0e, a .t + 4:0 o $111 ,, s and C7.85)

%111.j fiii IZ Sifn Cf - 15mi• Sin 0 eio a r $ sII C , + iii 10 Oi1 % rl
, 4:02o,,,, ,ine1 ' n0U,! Ae1I [b 2c2 sin 2 a Cos 2 er + a 2b2 sin2 er

C , d son , er .- W s 0 cos a, ens er + coio e,, 0 cos,,I

"+ a2c2  ar aos2 er]l/ 2  *1C/
( ~ ~ mI csa o C, -"""" " $1111) 11 '1 -,. ... ,,,, (7.86)

L •in|,i i,,o, s,, . ,i,,i 0 c 7.80) If a P- c (circular crou sMecion perpendicular to the
L , r,,J liii 0o oisC~ *"liJ liii 0 ~ ~ C,,',S%. U nrJ ( Ofli*tst direction)
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i Ae ffa [bsin2 a +a2cos2 ln]/2 (7.87) VrX p VcosesinA-VX

where Vry Vp cos e cos A. Vy (7.94)

I :#. ~Cos 42 =cos a, Cos er (7.88) VrZ=V sine• - Vz-8p

For this last case the vulnerability function to be From these components compute
combined with the shot pattern is

V2 
u V2 + V2 + V2  (square of the relative

0rX N rZ vector velocity)

-u2 J(sin 2 Sl/b2) + cos2 I/a2)] -v2/C2 (7.89)
Ve- 2 * 2 (square of the relative ,

VH V2 rY vector velocity in the

Let c -0 (flat plate wing) Te oiotlpae
Then

Then from Equation (7.61 ):

I sin Ar - VrX/VrH

Ae irabIt 3 3 1 Cos Ar W VrY/VrH

i nab I sini PsinarCoserCos n cos a Cos er sine, a VrZ/VrCO 0 CS sin er (7.90/V

. cos cos0 sinoer (7.90) a Vose VrHIVr (7.95)

Sand if These terms are inputs for the A.,e, matrices in

= 0 = 0 (7.91) Equations (7.74) and (7.75).

7.6.3.1 An Obwvation on the Direction of Role-
,Ae nab sin er (7.92) tivo Approach of Projectile to Target

. RIt can be shown that if projectile velocity is constantii 7.5.3 Rolative Direction .4 Approach of and the target path is unaccelerated, and gravity drop AProjectile to Target is neglected,

U '4
3 Let V' - projectile remaining velocity along its Ar = Ao ar ao

trajectory in the vicinity of the target. Its components
in IX Y Z] are V.,V.,,Vz. These are obtained from the er = 0e (7.96)
ballistic module of the simulation. Gravity drop is
approximated as gt,.

where A.,e. are the target azimuth and elevation (line

fVx a V cos sinA of sight) at the instant the round is fired.

This is intuitively evident if we consider that for this
Vc A (. case the projectile, if it hits the targct, must fly what

pY p (.3) the missileers call a 'constant bearing' path; i.e.. a path
in which there is no rotation in space of the line

Vp V sine - gtp between the bullet and the target.

For this zero-order approximation therefore, the
":Y Idifference between the relative direction of approach

The components of target velocity in X Y Z are and the gun-target line at the instant the bullet reaches
V,.V,.Vz and using Equation (7.93) the components of the target will be equal to the angular lead computed
relative projectile velocity are by the predictor. If the target is broadside at this

7-33



Y]

(.A

I 1

AI I

a- A.H+tr

200711"4I
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instant, and lead was 30'. the projectile will approach through the Sun tube, nerpendicular to the verti- I

the target at an angle 60r off the nose. cal plane. normally distributed with zero mean at
7.5..2 eterinaionof Bnk noothe tube axis. Its variance is o&.2.

7.c.. Detersnatio muzl Bankit disprsio inmtrI
The program is designed to input bank angle auto- sc. ond.I st a ssumuled teoity a ora dispeso nmters er

matically as a function of radial acceleration. If n, is seond with zer asmeanad voarine a '.orm a s d isrbuthe radial acceleration in 'g's' in a steady turn bank tio wihzr enadvrineOva isi
angle is given by handled separately as shown in a later section.

Muzzle velocity affects hit probability via time of
)y• flight and the relation is worked out below.

sin ~ ~ ~ ~ ~ -0 .H( n) cs9 + it

,in• nr(l +n2)'6,os•-/(I+n2In general, therefore, we have three components of i
(7.97) random round to round dispersion, one vertical. one

lateral. and one which t ies closely in the plane contain-
ing the gun and the target path (i.e.d the tangent plane

As noted earlier, rolling of the aircraft without a when the projectile is near the target).
change in flight direction would have to be inserted as
a special 'event'. To the degree that othe;, presently unidentified,sources of dispersion can be resolved into these three
7.5.4 Random Round to Round Disphrion In elements they can be handled in this simulation pso.
Anule and Muz v i Veloi esy gram as input parameters.

The simulati is r o 2cflight And thereion is worked ou atlow.
three elements of random round to round dispersion.y, n et e

a. Constant angular dispersion in a vertical plane Beinwithuncg and l the target path (e the tangent p
through the gun tube, with a normal o t ent proecntile is near devatn a the target). arge
density function and zero mean about the t a tsrajtor degaroe at othe, prseint ly uidaelnthifed
axis. Its variance is or". traoedt ory ar we are on o

sion set y, - 0. The dispersion matrix is, in gun
b. Constant lateral angular dispersion in a plane coordinates
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(7.98) A . (A-A,)

To convert to the direction of relative approach of
the projectile rotate through angle e and A into the X I
Y Z coordinate system and then back through angles '21 '2."

A. and e, + (w /2).

In the u v w coordinate system, after the above
rotations have been performed The variance matrix [o-R2l becomes

UT [ gIT T U . C] x, (.99 [R 12 1 2+,3 2.a 2 C .;I2' 2,, 3132"r

C I IC I2'x 2 ,3 1€C32 U'r 2 C12 2•x 2,,32 2 'Z2
where C is the rotation matrix. Then the dispersion

matrix in the u v w system is In the above process either the angular variances can
be converted to linear variances by multiplying by D•
before beginning the computation, or the a• matrix

U T T can be computed in mils' and then converted to linearif <UI u]T> IC]< Xg] fxg]T>j[X1 (7.100) measures by multiplying each element by Do.

7.5.6 Muzzle Velocity Dispersion
U 2 UVO'IYV uw1711wThe effect of an error in muzzle velocity is to cause

2 ~the projectile to arrive at the predicted point ata

PuvGt f V2 th Pvwj'vedw different time from that computed in the predictor. We
I consider this as a perturbation about the target posi-Pu~wr vav~ .2 tion.

uwwv w jtio. If St, - error in time of flight resulting from

(7.101) an error Svo in muzzle velocity

V - target velocity along its flight path
Only the four elements in the upper left hand comer

of this matrix are retained. Call this submalrix [ot F-, - target travel during the interval At,

then
OR1 2 p (7.106)

. Puv° 0'u0v °'v2 J (7.102)

The subscript y indicates that the error is olserved
along the y body axis of the target.

The rotation matrix
For this computation it will certainly be adequate to

use the '3/2 law' expression for projectile velocity.

CIT _ T [ A (r(For this ballistic function, if v. is average projectile[C] =[eT(A] [At] [er +(ff/2)] (7.103) velocity
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va Dp/tpV° - (7.107) 2 1
va 'm2" L'u 2 P .JUV I R" "rE2

where .. U TV 00

DP is slant range, Vo is muzzle velocity and "a" is a (7.15
constant.

Then
and only the four elements in the upper left corner are

Logetp Z LogeDp. LOge(Vo.aDp) (7.108) retained. I

Differentiate, holding D constant, and obtain 7.5.7 Angular and Muzzle Velocity BiOas
P f(tystematic Errors)

6,P/tp = .6vo/(Vo-aDp) a -6Va/va (7.109) Define Vo, - systematic enror. or 'bias' in muzzle I
velocity. This is assumed to be constant over a firing

Hence, path. From the expressions in the preceding section,
the resulting miss distance along the target path is

E - * Vtv) (7.110)

Divide both side,. by , o. (voB/V 0) (V/Vp)i0 (7.116)

This miss distance is rotated into the u,v,,,v coordi-
EyNDp f -tVh (V/va 2) (7.111) nate system by the operation

Nowfor the drag law assumed Vp (7.112) [MuBMvBMwB] [OBvO)[R] (7.117) j

where V, is the projectile remaining velocity at D1. The Me. term which is along the direction of rela-
Tlhis is convenient since it is used elsewhere in this tive approach of the target is dropped and the remain-
proGram module. ing two terms are added to the u v miss distances

obtained from the prediction module of the simula-

The ratio EiD, can be treated as an angular devia, tion. The resulting, sums g, into the computation of
tion, and after computation and angular rotation it can single shot probability.
be restored wo linear miss at the target by multiplyingby D,. The simulation is also programmed to acc:ept con-

stant angular bias errors in azimuth and elevation.

Alternately, it can be inserted in linear measure. 7.5.8 Olacuaelon of Ihe "DIffuse Target"

Tohe variance of E, in terms of the variance in Rqeasi ation ]
muzzle velocity O'a is U

Before presenting the single shot kill algorithms, we
WE2- (0vo/Vo) 2 (VIVp) 2 D) 2  (7.113) digress briefly to discuss the diffuse target representa-

tion which was presented without discussion in 3
We now need to rotate this into the u v plane. krAADS-1. We consider the basis for the diuse

target model, the approximation invoived in the sim-
From the earlier expressions plest method of accounting for wing/target area over- d

xlap, and the 'shoebox' representation versus the
lu vw) -Ix yZI Rellipsoid.

Suppose that we have an arbitrary pdf of shots

about the target in 2-dimensions given by f(xy). Thhe
and to the matrix of variances resulting from muzzle target area is irregular and equal to A. Then the
velocity dispersion projected into the u v plane is probability of a hit is

7-36



kill it is also a function of xy and so we should write
•'t , dEquation (7.121) as•Jf t

L' I and this can be written Pk = (7.122)

= Ofre =!f tv (x, y) f (x, y) dx dy (7.123)

I p -C t (x, y) f (x,y) dx dy (7.119)

where If the shot pattern is uniform over the target (not
I tnecessarily centered on the target)t(x~y)

1 .0 over the target Pa f( )Jf t, (x, y) dyd f(0, 0) Av

- elsewhere

Usually f(x,y) can be written as a bivariate normal (7.124)
distribution with non-zero mean. We would like to where
replace t(x,y) by a function that allows a closed for of
(I) to be obtained, and so we would like an expression Av -f, '0 tv (x, y) dx d. (7.125)
that integrates when multiplied by the bivariate
normal.

The simplest expression to use is one which also has A, is designated as the vulnerable area' and may be
the form of a bivariate normal. In this case the target ro-isiderod as the sum or the areas presented to the

is represented by an ellipse, but a 'diffuse' one, in that shot pattern of all components which are 'singly vul-

the probability that a round passing within the target nerable' each multiplied by the probability that a hit

area hits the target is not unity, except at the exact on te summed area will kill te target.

center as shown in Figure 7-17. Then an alternate form for obtaining kill probability
We r th is obtained by writing t,(x,y) in the form of a bivariate

require that normal distribution with appropriate multiplying con-

St ) wstant to satisfy Equation (7.125).
Co t(x, y)dx dy - At (7.120) Whether to use Equation (7.121 ) or (7.123) depends

on the degree to which the vulnerable components of
Now if the probability that a hit kills the target is the target tend to cluster near the center of mass. The

uniformly p, over A, we can write the probability of a difference in algorithms is greatest for small caliber

kill as projectiles, in which case (7.123) is probably a closerg approximation, and this is the expression now pro-

(x, y) f (x. y) dx dy grammed in the simulation.
With the benefit of hindsight, it appears that the use

(7.121) of Equation (7.121) in the Litton simulation would
have provided equally useful results, and in additionwould have the significant advantage of showing

In fact, the probability that a hit on the target will smaller variance of computed kill probability across

i ~t Mx Y)

- - -- OPAQUE TARGE r

_____ \4jij
• DOIFFUSE TARGET

0 -- 2071.17

Figure 7-1 7. Diffuse Target Approximation

-0"i I7.37



replications. This would reduce computer operating The shoebox does not merge nicely with the norm! 4
costs, distribution of the shot pattern, as does an ellipse, butin those cases where Equation (7.128) is adequate, it

If the target is 'multiply vulnerable', e.g., one must can be compared with an ellipsoid. i
kill two out of two engines to kill it, the duplicated or n
multiplicated components are to be treated separately If the target is viewcd at an angle 9 from head on,
and the effects of killing various numbers of them the presented area of the ellipsoid is
combined by the usual laws of probability.a+ 02 ] .12Ae 3 fb 22Th (7.129)

The difference between a diffuse target and anAt 7b[ae
opaque target %:an be seen by considering a worst
case. an opaque disc fired at which a circular normal and for the shoebox
shot pattern centered on the disc. For the 'exact'
computation, As = 4b 3ta, sin 0 + bs Cos 0 (7.130)

Pl=! .e~"A/2 (7.126) Choose the a,b so that the areas of the two shapes
are identical head on and side on. Then the ratio of

r he "diffuse" representation areas at angle 0 is 1
2 sin 2W

P2 A/[A + (21ru2)(.27 (A /At)2 + I ÷ - X '=b/a
P2A(.17 sin2 8 + X'2 c~s2 a i

and the two representations are asym totically the This is easily determined to have a maximum at
same for very large and very small probabilities.

Single shot probability will normally be low. A value tan 8 - A
of 0.10 (ten rounds per kill) would be a high value.
The two expressions are compared in Table Vii-16. where

7.5.8.1 Shoebox versus Ellipsoid (As/Ae)max = (2)% I.1.l4... (7.131)

In the evaluation of most current predicted fire Considerin the other uncertainties in the complete
systems it is adequate to assume that the shot pattern is s oniaemanimumedifferncer of 4 e b etwenlarge compared with the presented area of the target simulation, a maximum difference of 41% between two
and to compute representations, both of which are approximations, is

of moderate, but not critical concern.

Pk f0, 0) Av (7.128) 7.5.8.2 Combination of Wing and Fuselage

The wing and fuselage will in general have different
projected orientations and these orientations will

in the AFAADS study effort we are attempting to change as the target moves along its path. We now
obtain better system performance. and so we require a consider the effect of overlap of the areas, and the
computational procedure that does not allow p, to shielding of one by the other.
exceed 1.0 on those relatively infrequent occasions
when f(0,0) is larger than A.. First consider hit probabilities. Both wing and fuse-

late are represented by diffuse ellipsoids, with proba-
Table VII-16. Comoarison of Algorithmm bi ities 4tt(u,v) that a round passing at u,v from the

target center will hit the respective component.
Al_2_fro_2) P) P2 If we assume that these probabilities are indep~n-

0 A dent (of course their values depend on u,v) the proba-
bility that a round passing u,v hits neither if (I-t)(l-t,) _

04.0 .0488 .0473 and the probability of hitting either or both is 3
11. I .095 .090

1.0 .632 .500 ta 0 tf + tw- tf4w '7.132)

2.1 .864 .667 We can obtain the same result from the following I
S1.0 i-I argument. Suppose the winp shields the fuselage. The

20871-528A probability of hitting the wing is t.. If the wing is hit,
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the fuselage cannot be hit. The probability missing the Ao = (4A/ir)tanzl A (7.136)
wing and hitting the fuselage is (l-I)It and the sum of AVL + 1.0 the ellipses become circles and forjt -
these probabilities is the probability of hitting the I A. - A.I aircraft, or

For this case, the diffuse target model when worked
ta 0 tw+(0 -tw)tf • tw+tf-twtf (7.133) through, gives the overlap area as

Ao = ui(! +U) (7.137)
Note that h(0,0) -. 1.0 as it should be. The projected area of the wing, fuselage combina-
Consider a worst (and extremely unrealistic) case in tion is

which the target consists of two saucers stacked one on
the other; the top one is the fuselage, the bottom is the A a = 2A -Ao
wing, and we are firing directly from below. There is
complete overlap, since the top saucer is completely The exact computation is compared with the diffuse
shielded by the bottom saucer. For both elements the target approximation as a function of 1A in Table VII-
diffuse target representation is

Since p < 0.50 in general, the representation is
t . er2/* 2 (7.134) considered adequate in this case.

Now consider kill probabilities. If the projectile has
and if we integrate a large enough caliber so that a hit on the wing

inboard section (say the inner half of the wing) has a
r2 /a2  2r2/a 2  high probability of killing the aircraft, and the fuse-

Se -lage has a similarly high vulnerability, then the above
comments with regard to overlap apply to the case

over all f we obtain where wing and fuselage are both vulnerable, and theirprojections in the u v plane are replaced by ellipses of
dimensions corresponding to vulnerable rather than

A a 1.5 va 2 instead of 1.0 ra2  (7.135) presented area.

However, if the projectile caliber is so small, that the
In fwing is invulnerable to a hit and the projectile has aIn fact, if we complete the probability of hitting fuze which causes it to burst on the first component iteither of the two saucers for this case, we find that the hits, then the wing can shield a part of the fuselage

.5 ratio for small p decreases rapidly with increasing p from some aspects and we need to consider the ap-
This is shown in Table VII- I 7. proximadon more carefully.

More realistically, consider a planform for which the In this case, if the wing is a perfect shield, and is
target projection is two identical ellipses, with major mounted on the bottom of the fuselage, then the wing
axes perpendicular. The area of each is A. The ratio of will shield against projectiles approaching from below,
minor to major axis is IL. Some minor calculus reveals but if the bank angle is such that projectiles approach
that the area of overlap. is from 'above' in body axes, there will be no shielding.

Table VII-17. Comparison of Hit Probabilily on Two Table VI1-18. Comparisori of Hit Probability on Two
Stacked Saucers Stacked Ellipses

A/(2ro2) Pexacl Pdiffux AI/A

0 0 0 1 exact diffuse model

0.2 .18 .24 0 2 2

0.5 .39 .47 0.1 1.87 1.91

0.2 1.75 1.8410. .63 .67 0.5 1.51 1.67
1.0 1.0 1.0 1.0 1.50

20871-529 2OR71 I-530
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This consideration would require the shield effect to be where t. is chosen to represent the wing area, but th, i
changed with direction of approach of the projectile, represents the vulnerable area or the fuselage.
On the other hand, if the aircraft has a midwing 7.5.8.3 On the General Applicability ol this Pro-
configuration, so that hair the fuselage vulnerable area
is above and half below the wing, half of the overlap gram to Preise Vulnerability Oa
area will always act as a shield.

For this case or an invulnerable wing acting as a Suppose that a case of importance arises in the
shield. Table VII-19 shows the comparison of I) exact evaluation of a specific weapon system against a spe. 11
computation of exposed fuselage vulnerable area for a cific target, and suppose that the vulnerability experts
low wing. projectile approaching from below, 2) mid have developed precise computations of vulnerable
wing. 3) a 'diffuse' shield, and 4) no shield, as a area as a function of the striking velocity of the
function of#. projectile and its direction of approach with respect to

It is understood that in this comparison the ellipse axes fixed in the target. The computations might also

representing the fuselage is the ellipse representing the include the efect of obliquity' in projectile impact.

vulnerable area. Can the present program be applied to such a spe.

The 'diffuse' shield is assumed always to protect the cific problem?

overlap area regardless of direction of bullet approach. The answer appears to be clearly 'yes', with some
modification of the program elements. i

The diffuse wing is considered an acceptable approx-
imately, for the case where the wing is invulnerable It is assumed that the target vulnerability can be
and has a shielding effect. presented in tabular form as a function of projectile

striking velocity, two angles for relative direction of -I
Since aircraft designers apparently like to place approach, and a third angle for projectile obliquity at

vulnerable components other than the pilot low in the impact. The projectile velocity is available in the pre.
fuselage where they are easily accessible to mainte- sent program, and the three angles are attainable by
nance, and wings tend to be shoulder-placed or mid, appropriate rotations similar to those now inable b
but rarely below the fuselage (even in this case the program.
wing section at the fuselage tends to contain vulnerable p r
components), the problem of wing shielding is consid- The process would be as follows; The vulnerability
ered to be adequately solved for present purposes by data would be stored in the computer in tabular form.
the diffuse wing approximation. The four inputs would be computed as done in the

present program. The vulnerable area would be ex-
The general case where detailed vulnerability infor- tracted from the tabulated data (suitably interpolated)

mation is provided, considering projectile impact ve- and passed on to the kill probability computation.
locity and obliquity, detailed target configuration, in- Depending on the precision of shooting it might be
temal shielding, etc., all as a ;unction of direction of desirable to insert not vulnerable area, but the proba-
projectile impact is discussed in the following section. bility that a hit at xy causes a kill in the tabulation.

The t function for the case of a projectile that bursts This would increase the amount of stored area, but
it' ii hits the wing but cannot damage the wing is would fit nicely into the kill probability computation.

Why would one want to use this detail? A major
reason is that at present target vulnerability informa-

ta tw)tfv = try. twtfv (7.139) tion is developed in much greater detail than is used in

Table Vll-19. Fraction of Fuselage Vulnerable Area Exposed

Opaque Opaque "Diffuse"
No Shield Low Wing Mid Win# WingI

0 1.0 1.0 1.0 1.0

0.1 1.0 0.87 0.93 0.91

0.2 1.0 0.75 0.87 0.84

0.3 1.0 0.51 0.63 0.67

20871-531
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most system evaluations, The system evaluator usually angular dispersion to the matrix derived from muzzle
works with a few 'average' vulnerable are-as which velocity dispersion.
have been so averaged that much of the original fine
detail (which considers shielding, depth of penetration
to reach vulnerable components, etc...) is lost. s - [ (7.143)

This is consistent with the objectives of system eval-L_ uation, but is not very informative if one has the
objective of reducing the vulnerability of friendly
aircraft to enemy fire. The J matrix is the inverse of the matrix describing

By expanding the target vulnerability module in the the diffuse ellipse, which is designated V
Litton simulation as described above, and inserting the
fire control system parameters to correspond to those j-I . V (7.144)
of enemy weapons, it should be possible to use the
simulation as a tool in vulnerability analysis. V is derived from Equation (7.45) with one small

I in this case the characteristics of the antiaircraft change in the H matrix (the elements are doubled)
defense system would be held constant, and the effects
of changes in aircraft design and protection to reduce
friendly aircraft and helicopter vulnerability could be V M. (7.14S)
assessed.IIM23 

2T

We now return to the algorithms for computing kill
probability based on the preceding developments. where M1,M 2 ,M 3 are partitioned matrices of M and
7.5.9 Computation of Single Shot Kill M has been computed as

r. Probability
From AFAADS-i, p. 5-57, Equation (5.251), the (MI , [RTIIHI[R] (7.146)

single shot kill probability is given by the expression

-M 74) but [HI is now r
11%• -()MaT[j*S]'l Ma

0 2/b2 0 (7.147)where [S] is the covariance matrix of round to roun4 2 0 2/c( 7

dispersion of the shots 2]

02 U To be consistent with the fact that [ + SJ1 is multi-
PiuiS] (7.14!) plied by 1/2 in the p. expression, each of the elements

Is= is multiplied by 2.
POUG o JThe M.' matrix (not to be confused with the previ.

ous M's) is the vector of displacement of the aim point
from the target center. It is obtained by summing the

for reference miss distances from the prediction computation and
the miss distances resulting from muzzle velocity sys-

s1 - u2o2(l p2) tematic error.

IMaIT a [MuMv] j IMupfvp] + (MIIuB B

1/o2 .pl(ouOv) prediction muzzle velocity
Is_" - (7.148)

I'P J/(Vu0 i/o2 7.5.0.1 Probability of Single Shot Kill on Either
Fuselage or Wing

(7.142) The wing and fuselage will have different orienta-
tions, varying with aspect and so within the limitations

[S] is obtained by adding the matrix derived from of the approximation for accounting for overlap given

"7-41
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earlier, three probabilities are computed, then If the bullet can penetrate the wing and go on to the
combined, fuselage, such as an API round, the V. term is )mitted

The probability of hitting the fuselage is computed, and only the fuselage ellipsoid is retained.

using V, for the fuselage. This is designated p, If the wing is invulnerable, but is considered to only
very rarely provide significant shielding, the V. term is

The probability of hitting the wing is computed, omitted and only the fuselage ellipsoid is retained.
using V. for the wing. This is designated I, The data flow diagram in the terminal effects mod-

The probability of hitting both is computed using ule of the simulation is shown in Figure 7-18.
7.5.10 Simplified Expresslons for Treoking

Jfw [Vf + VW)- (7.149) Module

Automatic tracking with radar, gated imaging sen-
This is designated p,.. sors, and probably manual tracking with visual obser-

The probability of hitting either wing or fuselage is vation all depend on the aircraft dimensions projected
in a plane normal to the line of sight. Since these vary

then computed as with the aircraft aspect, it was felt desirable to modify
the tracking module of the simulation accordingly. In

PC Pf + Pw" Pfw (7.150) the AFAADS-I simulation, tracking errors in azimuth,
elevation, and slant range were generated in a manner

Note that pfw * Pf Pw in general. independent of target aspect, and this was felt to be
incompatible in the improved simulation with the
improved target representation.

If both wing and fuselage are vulnerable, the V The input parameters to the tracking error module
matrices in the above algorithms are for the vulnerable were chosen to be the dimensions of the rectangular
areas. parallelopiped enclosing the projected target image,

with one side of the rectangle horizontal, and a second
If the wing is invulnerable and can shield the fuse- side vertical. Two sets of algorithms were developed,

lage, the V matrices are for the wing area and the one using the target ellipsoids, and a simpler set,
fuselage v icrable area, and developed by J. Jatczynski using simply the orthogonal.I

vectors comprised of the target span, fuselage length,
and fuselage height. The latter set was considered

P" Pf" Pfw; since Pw 0 (7.151) adequate, and was the mode programmed.

it

1
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SECTION 8
WEAPON CHARACTERISTICS

The most obvious descriptors or an antiaircraft gun If the muzzle energy is multiplied by rate of fire one
installation are obtains the horsepower generated by the installation:

there does not appear to be a significant trend over the
Number of guns on mount data on available designs between all-up weight and

Caliber horsepower and the scatter of the data is very large. A
contributing cause to this scatter is probably the pres-

Muzzle Velocity ence in the available data sample of a number or
I Rate of Fire systems whose maximum rate of fire is considerably

less than the best that could be obtained in that caliber
Type of Mount (Self-propelled or towed) at the present state of the art.

All-up Weight One would not expect simple overall scaling relation-
ships to hold well, in estimating all-up weight, because

In the accompanying Effectiveness Volume. tables of at least three major determinants of this value in
are given of the characteristics of modern antiaircraft addition to the weapon. These are:

I gun systems. In this section some of the possible trade-
3 offs in choosing weapon parameters are discussed. a. Whether the mount carries sensors such as radar.

It is considerably beyond the scope of the present b. The weight of armor.
"effort to consider weapon design in depth, hence the c. In the case of towed mounts, whether there is a
discussion is limited to a level consistent with the power drive with on-mount engine-generator.
sketching of parametric ranges of interest in effective-

ness evaluations. To obtain good estimates of weight one therefore
must go through a simple preliminary design type of

8.1 SCALING RELATIONSHIPS analysis, with a weight build up by individual

If an automatic weapon were scaled homologously in components.

caliber, using the same materials and firing mecha- In the case of towed mounts, one does observe that
i nism, and holding maximum pressure and muzzle current mounts weigh soii:what more in the firing

velocity constant, one would expect that weapon weight position than World War r* designs of the same cali-
would be proportional to caliber cubed, and rate of fire ber. However the aiffcr- i'c in weight between the two
to the inverse of caliber, vintages in th. travel position is not as great. It may be

IAlthough data on actual weapons shows considerable that this results from the modern emphasis on mobility
sAtteruh becaue of acthe l difepnt deosigdetailsbone fand rapij time to convert from the travel to firing

scatter because of the different design details, one finds positioyi and back. Hence fewer components are
that there is an apparent economy of scale as caliber is demounted.
increased, so that weapon weight increases less rapidly
than caliber cubed. This is most evident when one Figure S-1 shows a few points for the weight of
examines the all-up weights of both towed and self- current self-propelled and towed systems as a function
propelled weapons. of total muzzle energy of the mount.

This effect is probably to be expected, since not all of The scaling of rate of fire inversely with caliber is
the system components increase in weight as the gun approximately followed by the most advanced current

* weight increases, and in the case of the gun itself, there designs, as shown in Figure 8-2. Note that in a given
* is more emphasis on weight reduction for the larger caliber, the Gatling guns with 6 tubes have about 6

calibers, times the maximum rate of fire of single tube weapons.
* The result is that for single tube weapons. all-up As discussed in the Effectiveness volume, a high rate

weight tends to increase about as caliber squared. of fire may not be fully utilized during heavy attack
waves with short intervals between attackers unless it is

An additional economy results from multiple gun also associated with a short reload time. There are very
* mounting on the same chassis. The weight increases wide differences in reload time among current systems,
u about as the number of guns to the 2/3 power. especially in the self-propelled versions.

SThese elects can be combined by expressing all-up Aerodynamic considerations limit the possible range
•° | weight for both towed and self-propelled mounts in of shape and weight of spin stabilized projectiles in a

terms of the total muzzle energy of the installation: the given caliber. The design is a compromise between
weight increases very roughly as the 2/3 power of this stability and drag objectives. As a result the weight of
value. spin stabilized projectiles is very closely proportional to

9-1i
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Figure 8-1. Weight of Antiaircraft Gun Systems versus Muzzle Energy

the cube of caliber. In fact. a U.S. Navy text once projectiles. As a roufh average one may estimate that
contained the fiat statement: 'The wcight of Navy projectile weight is given by
projectiles is DV12, where D - diameter in inches and
weight is in pounds.' 3

As noted in the vu!nerability section. a high frac- wp- (CI/1O) 3 (39) (1 - 1.6f); f < 0.30
tional content of projcctile weight devoted to high
explosive is desirable for terminal effort. Since high (8.1) h
explosive has a much lower density than steel, as the
HE content is increased, the projectile weight de- where
creases. An additional limit appears when the shell
walls become too thin to withstand the firing stresses. w, - projectile weight in pounds 3

Figure 8-3 shows how the overall projectile density f - fraction of weight devoted to high explo-
varies with fraction of HE content for a number of HE sive

8-2



I

-,I VULCAN (AIR)

GATLING GUNS

i •VIGILANTE

1 1000 MESS 820 -

II
AM 20"2 ,

I "S 3
OERLIICON

i

I a.

SI U o-0

c 
SDOFORS

'100-

10 20 s0 100 200

CALIBER (MM) -- am-

;. 20671.178A

Figure 8-2 Rote of Fire of Antiaircraft Guns versus Caliber

8-3 _



C caliber in millimeters where 'n is approximately -0.3 for a rifled gun with
multiperforated grains, -0.4 for a rifled gun with

The ballistic coefficient or a projectile is proportional single-perforated grains, -0.47 for a smooth bore mor-
to Wa,/C' and if caliber and shape are held constant tar with flake propellant, and -0.65 for a recoilless rifle,

while weight is changed, the range to which a given with multiperforated grains.' If muzzle eneriy were
muzzle velocity will have decayed to a s iflc value is constant. n wuld be -0.50.
approximately proportional to w,/Ce. however in a
given gun, a lighter projectile will have a higher 8.2 MUZZLE VELOCITY RELATIONSHIPS I

muzzle velocity. The change in muzzle velocity with
projectile weight, for small changes is' Firing a gun releases the energy contained in the

vropellant charge. Only a portion of this energy is
AMV/MV n w p/wp (8.2) communicated to the projectile, another portion re.

mains with the propellant gases, and the remainder is
lost in various ways, including heating of the tuhe, the

I
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Figure 8-3. Projectile Density versus Fraction of Weight in High Explosive
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projectile, work done in engraving the rotating band, v2etc. o ;k2
aetc W p = 2.0 .' m 8,000 f/s

The kinetic energy of the projectile at the muzzle is P n-v/

S(8.8)Ul E (½1 p/)(fgVo2 (8.3)

where A comparison of this .imple relation with a carefully
computed curve of muzzle velocity versus propellant

w. - projectile weight charge to projectile weight ratio for a small arms

v. - muzzle velocity family with specified expansion ratio and maximum
pressure' is shown in Figure 8-4. The small arms curve

g - acceleration of gravity was computed for an expansion ratio of 5.0; if it had
If it is assumed that the velocity of the propellant been computed for an expansion ratio of about 8.0 the

gases increases linearly from zero in the chamber to Voidentical. To show that
gases incrse s m liearl freome zheprojin thechamber tohey gun design has become more efcient over the years,
at the muzzle, at the moment the projectile exits, they curves are also shown for Civil War field artillery.
will contain a kinetic energy

A substantial amount of research and development
E - 2w effort has been devoted to lightening the weight of
E (/ 6 KWch/g)vo (8.4) cartridge of fixed ammunition, for example, by using

aluminum rather than brass cartridge cases. In addi-
where tion the development of combustible cartridge cases is

wd, - weight of propellant charge directed to eliminating the problem of what to do with
ejected cases, especially for air to air weapons. In

a Schwarz suggests replacing the I/6 coefficient by general, one might expect the weight of the case to be
1/4 to better approximate losses to friction, heat. etc. proportional to the weight of propellant, so that weight
as well as kinetic gaseous energy. of complete round w,, is

The available energy is proportional to the propel-
n ilant weight, and equating the available and expended Wcr w p + k3Wch

energies
or

kw£ p /c w2 + wIh6lv2/g (8.5) (V )
CPp wv+k

W/ = 1 (8.9)

As projectile weight w, becomes very small, muzzle
velocity approaches a limiting value For current French and German automatic weapons

6kg (8.6) in the 20-mm to 30-mm class, and muzzle velocities in
v2 68 the range 3300-3550 f/s, wc,/w, lies in the range 2.2 to

2.6. To this must be added the link weight and con-
One can estimate k by plotting total muzzle ener tainer weight, depending on the design, to build up the

E. - Ee + F% versus w, for a number of guns to total ammunition weight.
observe consistency over a variety of gun designs. This
was done by Weiss' in 1948 and an estimate of k for
automatic weapons was obtained as 8.3 METHODS OF OBTAINING VERY HIGH MUZ-

ZLE VELOCITY USING SUB-CALIBER PROJEC-
k = 0.45(10)6 ft (8.7) TILES

This led to an estimate of v,. - 9350 f/s. However a The simplest method of obtaining a very high muz-

better fit to a plot of muzzle velocity versus w!/w. for zle velocity is to fire a light projectile. The possible

a large number of 1940-1950 vintage weapons. using a ain is indicated in Figure 8-4. There is a limit.

- coefficient of 1/4 and v. - 8000 f/s g owever, to the amount by which one can lighten a
conventional projectile of full gun caliber, and still

From these simple relations, one obtains: retain a good ballistic shape.

• 8-5



.]

6000 i

/ .

S40o AIRCRAFT AND
4000 ANTIAIRCRAFT

AUTOMATIC /- -
WEAPONS SMALL ARMS

94/ EXPANSION RATIO 6 0

300D/ I>I
2000

1000, CIVIL WAR RIFLED FIELD ARTILLERY I
1000 CIVIL WAR SMOOTH SORE FIELD ARTILLERY i

0 - I I I I I I I t Ij i
001 0.02 0.0o 0.1 0.2 0.5 1.0 2.0 so 10.0

;IATIO OF PROPELLANT WEIGHT TO PROJECTILE WEIGHT I
21171.180

Figure 8-4. Muzzle Velocity versus Propellant/Projectile Weight Ratio

As noted in Section 8.1, the projectile weight for a has been a moderate increase in maximum pressure by
fiven shape and caliber decreases as the % of HE filler use of improved materials and methods of fabrication.
is increased. High filler capacity is desirable for termi- A moderate additional increase is possible by increas-
nal effect, but the amount by which the projectile wall ing the gun's expansion ratio; this has the advantage.
can be thinned is limited by the pressures exerted on of reducing muzzle velocity dispersion. It also leads to
the projectile during firing. In World War 1I German long tubes, with associated design prohens.
development produced 'Mine' projectiles which could
be fired at 3000 f/s with 30% HE content by weight. 1 h
This development was apparently never fully expicited Very high muzzle velocities can be obtained by firing
in the United States and it is doubtful that any current sub-caliber projectiles. Two designs for tank gins are

U.S. antiaircraft projectiles approach the % filler con- shown in Figure 8-5, one for a spin stabilized aind one

tent of the Swiss Oerlikon 35-mm projectile. for a fin stabilized round! A sabot is required in each
case; the pieces of the sabot fall in friendly areas and I

The muzzle velocity attainable is also increased by are a nuisance even when they do not cause friendly
increasing the maximum pressure ., the gun and there casualities. However this seems to be the only proven
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current method of attaining very high velocities with weight of the projectile. If one began with a 37-mm
gun fired projectiles, gun firing a full caliber projectile at 3600 fUs with a

complete round weight about 2.2 times the projectile
The velocities obtained, however, can be quite high, weight. one could obtain 5000 f/s with a projectile

in spite of the tact that the sabot is essentially dead weighing 38% of the full caliber weight. This allowsweight, and its acveleration is another cause of lost 10% for sabot weight. The sub-caliber projectile would

energy. The Botors 40-mm L/70 antiaircraft gun fire" be about 26 mm in diameter for conventional rotating
HE ammuniiion at 3280 f/s but can also fire APDS design. For this type of design the complete round
(armor pie-cing discarding sabot) ammunition against weight and dimensions might be kept approximately
armor at 3950 f/s. At the expense of tube life, the 105- the same as those of the original full caliber projectile.
mm gun employed on the U.S. M60 tank can fire a 13 Of course this estimate does not consider the very real
lb. APDS round at 4850 f/s compared with a 21 lb. problems of interior ballistics to provide matched
HEAT projectile at 3850 f/s (muzzle energy in both propellant burning rates and maximum pressure, but
cases is about the same).' this approach to high muzzle velocity may be feasible.

For a given diameter of the sub-caliber round, ... 8.4 OTHER METHODS OF OBTAINING
fin stabilized type can be designed to have a higher INCREASED MUZZLE VELOCITY
cross sectional density so that it will lose its initial
velocity less rapidly. The disadvantage is the yreater Losses in accelerating the projectile gases can be
length of the round and a possible reduction in rate or reduced by attaching the propellant to the base of the
fire. Both German and British development effort dur- projectile. Problems associated with this type of design

ing World War i1 yielded 'arrow' projectiles fcr heavy have not been solved.
antiaircraft guns. Effort along these lines in the United
"",tates was terminated in favor of surface to air guided Liquid propellant and 'light gas' guns have been
missiles. considered but no design'has been completed to opera-

tional feasibility, although the 'light gas' guns have
Making rough estimates from Figure 8-4. to obtain been developed as research tools.

a muzzle velocity of 5000 f/s one would require a
charge to projectile weight ratio of about ;.3/I. The Gun fired rockets have been demonstrated to be
complete round would weigh about 7.0 times the feasiblc but for reasons which may not be associated
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figure 8-5. Typic;i Sub-Caliber Projectile Derigns
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with design feasibility, have not been accepted for Antiaircraft gun designs have been proposed re- 3
operational use. cently, the details of which are proprietary, and whichare believed to offer up to 6000 f/s muzzle velocity.

Periodically, unguided rocket launchers are re-exam- -rer high rto offere u ow in st muzzlei veocty.

ined as substitutes for guns. Very high burnt velocities very high rates of fire, low installed weight, and other
advantages. Some of these options as considered by'can be attained, but angular and velocity dispersions TRW Inc. armament designers have been reviewed in

have never approached gun accuracies. The current the literature2 and include flechette-packed projectiles:
contender from this type of design is the Thomson- 'trounds'. and an open chamber gun for which 'the
CSF Javelot, which associates a sophisticated fire con- theoretical firing rate possible using the open chamber
trol system with a multitube launcher firing 40-sm revolving cylinder feed combined with a 15-barrel
rockets. gatling gun is 60,000 rounds per minute'. I

In the case of a rocket, the velocity at the end of 8.5 WEIGHT PARAMETERS OF SELF-
burning, v. if losses to drag during burning are ne- PROPELLED AIR DEFENSE SYSTEMS
glected, is. for a single stage rocket. Characteristics of both towed and self propelled 3

v/vm tl +(W /W)] (810) predicted fire air defense systems are given in the U
n=prop/e Effectiveness Volume. In the case of a self-propelled

version, the object is to give the fire unit mobility equal
where v, is a characteristic velocity of the propellant, to that of the force it is designed to accompany. TheI
w,. is the propellant weight, and w. is the weight of vehicle on which the antiaircraft turret is mounted is
the payload and case after propellant is burnt. The almost always one developed for other purposes as
maximum attainable velocity is, for very small payload well. Such vehicles used for air defense mounts include
ratios, limited only by the cast weight. and burnt the German Leopard, the French AMX, the U.S. !velocities of over 5000 f/s can be attained. In fact, as M 113 series, the British Abbot and the Soviet PT- 76,

is now well known with multi-stage rockets, enough
velocity can be developed to escape the earth's gravita- The basic vehicle pcan be loaded up to the point
tional field. where its ground pressure is no greater than that of1

other vehicles of the force to which it is organic
German high velocity projectile development during J. Williams of the U.S. Army Tank-Automotive

World War 11 included: Command has given a simple formula which indicates

a. Discarding sabot projectiles as discussed above, the constraints on conventional tracked vehicle design
of which one design was 128/105-mm. in a spin which cause ground pressure to be very closely deter.
stabilized design. mined by all-up weight.' The expression is I

b. Ram jet powered projectiles. which obtained oxy- U
gen from the air rather tlan embodying it in the W - (L/t)P(w 2 .-k 2)12 (8.11)
propellant as in a conventional solid rocket. This
was tested in a 105-mm version. where:

c. Squeezebore projectiles. fired from a large cham- W - maximum vehicle weight (Ibs)
bered gun through a tapering barrel which L - wheel base (length of track in con-
.squeezed-down' an over-diameter base plate and tact with grout.d) (inches)
rotating band. One design was in 105/88-mmsize. a -. track tread (inches) .

d. Fin stabilized projectiles of various types, of w - vehicle width across outer track
which some were full caliber and some were edges (inches)

subcaliber with discarding sabots. Designs tested k - inner track span, established by
ranged from 40-mm to 150-mm. chassis width limitations (inches)

e. Rocket propelled spin stabilized, gun fired pro- P - ground pressure in pound% per
jectiles. one of which was tested in 280-nim size. squaie inch

f. Bundles of iub caliber fin stabilized projectiles The ratio L/t cannot exceed aboLt 1.65 for good
fired as a single round. This approach has been steering. The factor w is .,cld Fo 124" for Europear.
revived recently.' transport. The factor k is held to about 80" for useful

hull volume between tracks. This defines P in terms of lPictures of these designs will be found in a current W to fairly close limits.
publication The German technical data was secured
after the war. and may still exist somewhere in the Given the basic vehicle and a maximum groundmilitary archives, pressure objective, the object is to fit the rmost effective 1
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I antiaircraft system into the available space and re- different calibers and weights, all fired so *he same
maining weight margin, muzzle velocity, the range at which the projectile

velocity has decayed to a specified value, such as sonic
Some current surface to air short range missile velocity is given by

systems employ separate fire control and launch vehi-
cles, but it is doubtful that this expedient will be D(2) a k(W (8.12)
accepted for future gun systems. Armor protection D

Ssubtracts severely from the available armament weight
budget. It is remarkable that technological improve- A rule of thumb is that the 'efective range' of a
ments in radar, servo drives and power sources, and projectile de ed as sonic range in meters is, for an
fire control have made it posible to build tracked, average ant ircralt weapon, equal to 100 times the
armored antiaircraft vehicles with both surveillance caliber in illimeters. i.e.
and tracking radars in the 25-35 ton all-up weight
range. .. De IOOC ;C a caliber in millimeters (8.13)

8.6 EXTERIOR BALLISTIC TRADEOFFS Another rule of thumb, which has only empirical

in making preliminary estimates of the effect of validity, but may be observed from firing tables to be
prametric changes on system performance the follow- remarkably goodisS that the sonic velocity hrangeof a

I ingballistic characteristics are sometimes useful given projectile is closely proportional to the muzzle

If one ignores gravity drop and variation of air

density with altitude, and considers a family of homol- 2 (8.14)
ogous projectiles, i.e. projectiles of the same shape, but D(v, v.) k2 (w C (814)

i
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I SECTION 9
MNTERATION OF ATTACK AND DEFENSE OPTIONS

P I The object of a local defense is to raise the cost to an 9.1 DEFENSE VERSUS DIVE BOMBING TYPES
i attaok• of dwsroying a defended target to a level at OF ATTACK

which he feels that it is unprofitble to attack. In the
absence of a defense, the attacker can use relatively This section addresses the problem of the interaction
inexpensive munitions and aircraft fire control. In the of offense and defense tactics in a one-versus-onepresence of a light to moderate defense, the attacker engagement under the following conditions.
can use the same weapons, but release them at greater
ranges from which they have less effectiveness. This a. The a.tacki'r attempts to destroy a defended tar-
requires a greater imiber of pases to destroy the get by releasing a munitions load at a release
defended tswt. and at some level of defense the range of the attacker's choosing. His munitions
cumulative losses become unacceptable to the attacker, have the characteristic that the greater the release
and his only alternative to abandoning the attack is to range, the lower the probability of destroying the
employ more expensive stand-off weapons, call in defended target in that pass. To shorten the
ECM support or use other, comparatively costly means. verbiage, the defended target is called a 'bridge'

and the munitions are called 'bombs'.

, For a given tactical situation, with the simpler sys- b. The defender attempts to protect the bridge by
tems, such as conventional dive bombing, both the destroying the attacker before he can release his
attacker and defense have tactical options with regard bombs. The defender's weapon system is charac-
to bomb release range, and fire distribution doctrine of terized by a specified maximum rate of fire, andthe defense. These in'errelationships are examined in a a specified allocation of number of rounds avail-
game theoretic context, in the one attacker, one de- able to be tired against cach attack pass. The
fender situation. defender has the option of choosing when to

open fire. and how to distribute his available
The more general situation of a number of defend- ammunition subsequently. subject to the maxi-" ing fire units subjected to repeated attack waves by mum rate of fire limitation.n

multiple attackers is next considered. Solutions are Both the attacker and the defender have a rule of
presented for a number of simple, idealized cases. thumb (or 'gut feeling') estimate of the relative

value of the bridge and the attacking aircraft.
Components of the problem are then examined in This may be a different estimate for the two

some detail. namely the problems of what doctrinal or sides. In all of the subsequent analysis we assume
automatic fire procedures can be employed to improve that it is the same. This estimate leads to an
the fire unit effectiveness in any situation, and finally, expresv ion for a 'payoff function': the relative
the .determination of optimum dispersion for a fire value of the attack, considering the probability
unit. that the bridge will be destroyed, and the proba-

bility that the aircraft will be destroyed. The
In general, the expansion of the situation from the payoff is expressed in terms of the net return to

one on one engagemmt introduces a large number of the attacker; because of the above assumption,
additional parameteis which tend to dominate thc the payoff to the defender is the negative of the
result. These include assumptions regarding the dura- payoff to the attacker, and in game theoretic
tion of a multi-pass attack, the number of attackers terms, the game is 'zero-sum'.
assigned, the defense commander's judgement regard- T
ing the relative importance of attackers sighted, and Then the attacker's object is to maximize the payoff
attackers expected, aed the relative value which the function; the defender's object is to minimize it. It
attack commander places on destroying the ground turns out that for a wide range of useful and fairly
target, as compared with the expected number of his realistic situations, there is a minmax - maxmin
aircraft lost in the process. solution, which can be obtained by game teovy

methodology.
In attempting to develop preferred defense perform- In orler to demonstrate the method of analysis the

ance characteristic-, the object is to find a set of problem is developed in a form which allows previ-
* characteristics which performs well over a wide range ously determined solutions to be abstracted from ,",

of likely tactical parameters. It is believed that the literature.""5 The results are sufficiently interestip..
contents of this section develop a general analytical indicate that additonal analysis to expand the sco
structure within which this objective Lan be pursued. available solutions would be desirable.
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9.1.1 Payoff functlons Note that K,/K, is the aircraft/bridge exchange I
Define: ratio in a single attack pass.

Kw - probability that the bridge is destroyed in one If the attacker's objective is to destroy the bridge as 3
pass fast as possible, i.e., in the minimum number of at-

tacks, regardless of the cost in aircraft, from Equation
K. - probability that the aircraft is destroyed be. (9.1), with V. - 0,

fore it can release its munitions K(

p. - probability that the aircraft destroys the =VdKd (9.6)
bridge in one pass if it survives to release its
munitions and using this form is equivalent to using the number

Q, I -K. of passes to destroy the bridge as a payoff function.

When the aircraft has significant value relative to
qd -p• the bridge, the single pass payoff function, and the
V. - 'value' of the aircraft aircraft lost/bridge destroyed payoff functions may be

V- 'value' of the bridge compared by writing them in the forms as follows:

Then for a single pass, a payoff function can be
written as follows: P/Vd = Kd I I -(VaKa/VdKd)l (97)

P=VdKd - VaKa P2/Vd I -(VaKa/VdKd)1 (9.8)
-a [Va + VdPdJ V -V (9.1)

It is not obvious that one of these functions is to be
preferred to the other. In planning a series of missions,

This is the 'classical' payoff function for this the air commander does not necessarily attack each 1
problem. target selected until it is destroyed. It may be possible,

by an examination of the history of tactical air opera-
Next consider the relationships if the bridge is sub- tions to obtain a better judgement of how commanders I

jected to repeated attacks until it is destroyed. The weight targets destroyed versus aircraft lost. Experi-
attack/defense tactics are assumed identical in each ence does appear to indicate that a commander with an
attack pass. available sortie rate attempts to maximize number of

The probability that the bridge is destroyed in tx- targets destroyed without exceeding some level of loss5
actly 'n passes is as follows: rate that depends, among other things, on the rate at

which he can receive replacement aircraft.

n The following examples use the payoff function
Kdn a Kd 1; (1-Kd) (9.2) given by Equation (9.1) and its simpler form, Equation

1 (9.6); however, the method is not necessarily limited to
these functions.

It should also be noted that the cost to the attacker is
and the expected number of passes to destroy the increased above that discussed above, by the aircraft
bridge is as follows: which reccive damage, and are lost after they have

released their munitions, and by the cost of repairing
• Nd m i!Kd (9.3) surviving damaged aircraft, and by the hospitalization

of woanded. surviving personnel. These additional

The average number of aircraft lost to destroy the costs can be introduced in a straightforward manner. !
bridge is as follows: 9.1.2 Game Thoretio Solutions

= (9.4) The following solution is found in the literature. The1 a - Ka/Kd details and proof are given in the most useful detail in
Karlin.

Since the bridge is destroyed, the payoff function is
as follows: t I

p.(t) - probability that the attacker destroys
the defended target if he releases his

P2  d'Va V (K&/Kd) 9.)munitions at timeI
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U p.(t) - single shot probability that a round The expected payoff is then:
fired by the defender kills the attacker
at time t I

I w(t) - defender's rate of fire at time t P(f, v) =1 ( Q,P) df (0 (9.12)

r, - maximum rate of fire which the de- o
fender can achieve

N - maximum number of rounds which The problem is to determine f(e) and v(t).can be fired by the defender Using Karlin's results, with a minor change in
V. - value of the defended target notation,

V. - value of the attacking aircraft define:
P - 'payoff function' for the attacker. It is

assumed that the game is zero sum, so A'(t)
this is the negative of the payoff func- b(t) (t)Pa( At)
tion for the defender

K. - probability that the defended target is
destroyed

K. - probability that the attacking aircraft The simplest solutions, and the ones given by Karlin,

is destroyed before it can release its result when b(t) is a strictly decreasing function of
weaontime. In this case the defender fires continuously overSweapon one segment of the attack path. If b(t) is not strictly

P =VdKd_ -aKa (9.9) decreasing with time, the defender's optimum firing
rate tactic may consist of several disjunct segments.
The solution can still be obtained, but there are more

P(J. v) - value of P if the attacker releases at [, details to consider.
and the defender uses a firing rate
tactic v(t). b(t) defines the rate of fire required by the defense

as a function of time. The defender fires ut a rate
10(, v) - probability that the attacker survives to (when he fires):

if the defender uses a firing rate
tactic Y(t)

It is assumed that# can be represented as w (t) Min [im, b(t)] (9.14)

3 J V(tOp,(t)dt Next define

(O , V) e (9.10) w (d) vin (9.15)

This is a good first order approximation which
allows existing solutions to be employed as examples. w(d) < Y,, everywhere in (0,T), define d -0: the
The analysis becomes somewhat more complex if there maximum rate of fire is never required
is sivificant correlation between rounds, but it is still
posstble to obtain a game theoretic solution in the w(d) > Y., everywhere in (0.T), define d -T: theposlerl to omaximum rate of fire is required over

Thene e the whole path.

However, the system may not be able to achieve the
p(•,v) [VdPd (•)+ Val •(.V).Va (9.11) above rate; of fire over the specified segments, because

of limited ammunition.

As Karlin shows, a minmax/maxmin solution exists Define:
if the defender employs a 'pure' stsategy, i.e. for a
given set of tactical parAmeters the defender alwayr.
"uses the same v(t), and if the attacker uses a 'mixed' T
strategy, i.e. he releasm his weapon at a different range w (t) dt NO (9.16)
on each attack, choosing from a probability distribu- fo

tion df(t).
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This is the ammunition requirement to fire the opti- where:
mum rate of fire schedule over the whole path. If the b6 - A./2wr 2; or

2  
= an equivalent angular var-

available ammunition N <N., ance - an efense,ance of the defense,
define: D. - maximum firing range of the defense, limited

for example, by some minimum projectile
fT

w (t) dt =N (9.17) velocity.
fc It would be preferable to use Equation (9.18) in its

complete form for comparative evaluations, but the
simpler form Equation (9.19) allows simple analytic

This defines the time c at which the weapon opens solutions to demonstrate the kind of results one can
fire. Because of the assumption that b(t) is strictly obtain from the game solution. The fact that p, can
decreasing, once fire is opened it continues for the exceed unity at very short ranges does not impair the
remainder of the path. solution.

The form of the solution depends on whether the The attacker's munition effectiveness is assumed to
defender .;, ammunition limited or rate of fire limited, be expressed as
Results are summarized in Table IX- 1. Avd I
9.1.3 Example of Application Id = (9.20)

A reasonable form for the defender's single shot Avd + 21rOd 2D2

probability is as follows:
and for this example, Pd is approximated as

_Av Pd = an /D2 (9.21)
SPa =A , + 2 1-, o 2 D2 + 2 fr go02 [1 + 2 0 p/T s) + 2(t p/T s)2]I

Of We also assume thAt the only limitation on the range
(9.18) to which the attacker will approach is that resulting

Swhere from his desire to maximize the payoff function, which
" weeincludes consideration of the attacker's survivability.

A. - aircraft vulnerable area The consequences of arbitrary limits on minimum 7
D- saragrange are discussed later.SD - slant range

a-, - random round to round ammunition dis- As a worst case for the defense, it is also assumed
persion that V, - 0; the attacker considers his own survivabil- .

ity only to the degree that he must survive to release
a,. - standard deviation of tracking error his weapons.

t, w time of flight Then the game solution cart be obtained in closed

T, = fire control data smoothing time form as a set of rather lengthy expressions which can
be plotted simply in terms of three aggregates of

The denominator can be expanded as a series in DY. parameters, K, A, and B,
and by introducing the target, velocity v, the variable
of integration in the game solutions can be changed to where:
slant range D. A -Nbo/Dm2 •

For a relatively simple example, we assume that om

rr - of the action will take place at a range where the I
-rm in the denominator dominates p., that the B a Vm2bo/(4v2N)
ut is flying down the line of sight, and is first

aired at a very long range. We then approximate: K = (Dd/Dm A (9.22)

2 2 D, is defined as the effective standoff range capabil-
P bD 2 iD (9.19) ity' of the defense. It is that range at which an unop-• ~posed attacker would have the same probability of

9 killing the defended target as he has considering theatake oldhvetesaeprbbliyo
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combination of his survival probability and distribu- the example shows how this kind of summary chart
tion of release ranges against the specified defense. may be developed and used.

Dd therefore is an overall measure of effectiveness The 'rate limited' region is also ammunition limited:
which includes both the effectiveness of the defense but in this region the maximum rate of fire of the gun
and the attack capability of the attacker. The larger D., is utilized. Effcctiveness can be improved either by
the better the defense. increasing rate of fire until the ammunition limit

boundary is reached or by increasing ammunition loadIn computing D, from K, ir the point (A, B) lies utltetcia muiinbudr satiei
abov th taticl amuniionboudary Dis om- until the tactical ammunition boundary is attained. Inabove the tactical ammunition boundary, Dd is com- general, if the system is in the 'rate limited' region,

puted using the value of Ac obtained by projecting effectiveness is increased more by a given percent
back along a line of constant K from (A, B) to the increase in rate of fire than by the same percent
boundary, increase in ammunition load.

Solutions are shown in Figure 9-1. Note that the A, It is interesting that for the assumptions of the
B plane is divided into four regions corresponding to above analysis, the defender's firing rate tactics are
1) rate of fire limitation of the defense, independent of the bombing accuracy of the attacker,
2) ammunition limitation of the defense, 3) tactical but depend only on the way in which that accuracy
ammunition surplus of the defense: the defense has varies with range. This would not be the case if !he full
more ammunition than is required for the game solu- forms of Equations (9.18) and (9.20) were used.
tion, 4) absolute ammunition surplus: the defense has
more ammunition than it can fire at its maximum rate 9.1.4 Example of Parametric Variations
of fire in a time Din/v.

Since it is easier to increase the ammunition load or.
To make the example more specific, four defense the mount than to change caliber, maximum rate of

weapon systems have been compared. Their charac- fire, etc., Figure 9-1 can be simplified by abstracting
teristics are shown in Tables IX-2 and IX-3. The total the tactical ammunition contour, and making a new
weights of the four systems are roughly comparable. chart which assumes that the defense system is always
This example should not be considered an accurate provided with at least enough ammunition to reach the
evaluation of the weapons assumed, because of the 'tactical ammunition requirement' on a pass. This isapproximate form of p. used for Figure 9-I, but rather shown in Figure 9-2.
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Table IX-2. Assumed Defense Systems Characteristics

%I.\imum Kate F-quivalcntr

of I-ire prr Angular Mi.,mum

Number of Armament/ lire Unit Rounds of Ammo ~i'per'.on R~ange

System Iire Units I ire Unit (rpm) per l-ire Unit I mul,% 4onii) 4 metcr\,)

A 3 I X 20 mm Gatling 3000 1OOO 10 2000

It2 X 35 mm 2000 350 S 4000

I I X 37 mm Galling 3000 300 5 4000

1) 1 2 X 40 nim Bofors 650 250 7 3900

20871-536

Table IX-3. Example of Effectiveness Comoarison

Effective Standoff Range
_D Dd (meters)

Target Vulnerable With Specified With Unlurnitd

System Area (meters 2 ) Ammunition Ammunition Comments

A 1-8 1300 1300 Ammunition surplus, rate limited

B 4.0 2410 2600 Rate Limited

C 4.5 2590 3440 Rate Limited

D 4.8 920 920 Ammunition Surplus. rate limited

AlU caes: Target velocity - 200 meters/second

20871-537A
Using the relationship of Figure 9-2, a few examples a" was assumed inversely proportional to v.. The

of system design parameter tradeoffs may be provided. subcaliber round also had a lower terminal effective-
Assume a constant total weight of the defense system, ness. Figure 9-4 shows the comparison. It was thenSand vary the caliber, keeping total weight constant. It assumed that it was possible to increase the % HE filler
is assumed that (based on Section 8) of the projectile from 10% to 20%. This lightened the

round, so that it had a higher muzzle velocity, in-
. a. The number of guns varies as I/C0 for constant creased the terminal effect, and its lighter weight! total weight. caused it to slow down to sonic velocity at about the

same range as the 10% filler round. Figure 9-5 shows
b. Rate of fire varies as I/C. the comparison. The total improvement for the "best'
c. M ucaliber was about equally derived from the terminal

effect and the increased velocity.

where C - caliber. The vulnerability function devel- The 20% filler projectile, subcaliber projectile and
oped in Section 7.4.4 is used. Target speed is kept the 10% projectile are compared for the larger aim
constant. If W, - total defense system weight, the error reference in Figure 9-6.
remaining parameter is W,/o"1 . Figure 9-3 shows how Because of the rather gross approximations used in
S D, varies with ar for a constant value of W,, and also the expression for single shot kill probability on which
with W,/o'. Ithese results are based and the assumption that for

these cases, the value of the attacking aircraft is zero,
It was next assumed that the full caliber round in one should not place too much confidence in the indi-

each case was replaced by a subcaliber spin stabilized cations of the above comparisons. other than as illus-
discarding sabot round with characteristics as esti- trations of a method for evaluating the interaction
mated in Section 8. Since the complete round weight between offense and defense options.

was not expected to change. the gun's characteristics
were not changed. However, the subcaliber round has a The observations, however, that the best caliber of
higher muzzle velocity. Maximum range was estimated weapon for a defense installation increases with as-
assuming D.-, Cv.; and there was little change in D. signed total installation weight and inversely with

since the subcaliber round lost velocity more rapidly. standard deviation of the shot pattern are reasonable,
S~9-7
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Figure 9-3. Effect of Caliber and Accuracy on Stand-Off Range

I values are shown in Figure 9-7 and 9.8 for a same range, i.e., that corresponding to the speci-
particular set of parameters. fled attrition rate.

9.1.6 Effect of Minimum Release Range This solution does not appear to have strong 'game
stability' and more analysis of its characteristics is

The easiest tactical constraint to apply to the attack required.
aircraft, and one which is apparently used operatio-S nally is thz specification of a minimum release range 9.1.7 Repeated Attacks
or, equivalently, altitude. The parameters cf Figure of the deficiencies of the available solutions to
9-1, based on zero aircraft value, lead to very high One
aircraft loss rates, approaching 50%. This would be this 'game' as utilized above, is that it is assumed that

S unacceptable except against extremely important the gun always uses its available ammunition, even
ground targets (such as nuclear stores, for example), though the aircraft may be destroyed early in the
although it represents a 'worst case' for the defense. engagement. Depending on the ability of the defense

to recogni • a kill and stop firing, the solutions may be
The payoff function may be rephrased as follows: conservative from this point of view.

An 'acceptable' loss rate per a~tack is established, such
as 5%. Te game solution is obtained as a function of A second consideration has to do with the expecta-
release range, and that solution is chosen which yields tion of additional attacks, the number of rounds on the

j a 5% aircraft loss rate. This problem has not been mount, and the reload time. The gunner may prefer to
worked completely, but a preliminary examination fire less than this available ammunition at an attacker
indicates that over a useful range of parameters the to avoid having to reload after each attack. The analy-
solution reduces to a very simple form, which has the sis then should include consideration of the relative
following characteristics: weight given by the gunner to the need to destroy an

attacker in sight as opposed to others expected, but not
a. The gun always fires at its maximum rate and yet within range.

opens fire at that range that will produce the
specified aircraft attrition rate by expenditure of Similarly with multiple fire units, the defense must

he avai!ahle number of rounds of ammunition. decide whether all fire units ire against each attacker,or attack echelon, or whether no more than one fire
,. The aircraft always releases its weapons at the unit is assigned to each attacker.
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Figure 9-4. Comparison of Conventional and Sub-Caliber High Velocity Sounds

These considerations are amenable to analysis. The coverage, and Chaparrel in conjunction with Vulcan. * i
principal unknown is the relative importance to assign These cuter defenses establish a loosely defined maxi-
to the bird in the hand since it is largely a matter of mum 'standoff range' which might be required of the
the commander's judgement whether there are other predicted fire weapons. The object in overall system 3
birds in the bush. design would therefore be to provide the least cust

standoff system which pushes the attacier back into the
9 .1.8 Dlscuaslon missile region.

In addition to the conmtraints already noted in the The methodology developed fits this definition of the -
above derivations, one additional extension may be problem also.
noted, namely the possibility of using a mix of defense
weapons to provide a defense in depth. Current doc- In general, the ame theoretic formulation appears
trine envisions the use of surface to air missiles for to describe the interaction between defense firing doc-
area defense, including Hercules for very long range trine, and attacker weapon release range for iron bomband high altitude coverage. Hawk for medium zone dive and Slide attacks sufficiently well to justify more I
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; ianalysis with more accurately defined probability runc- tion of fire. defense deployment, coordination of en-

* ions thar. it has been possible to provide in the present emy attacks, fire unit reload time and time to change
AND ULTPLE gun barrels, etc.

'!U

IIrCKR The problem can be worked at various levels of
In the one on one engagement computations the detail. One might, for exam pie, incoqxrate existing

SI analysis emphasizes characteristics of 'hc single fire one on one engagement simulation models in a higherI unit such as rate of fire, initial acquisition time, hit level simulation which traces the history of" each of" a
probability as dependent on range, target spe'ed and large number of' attackers on specified attack paths and

* path, md lethality of the projectiles given a htt. the survival history of" the defended vital area. "

•- I Expanding the problem to include multiple targets

and multiple defense units emphasizes time to recog- For present purposes a simpler formumlauion is uti-'

nieakl n iewsic t e agt oria iedt eeo h neatosI 9.11
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9.2.1 Defense Configuration and Attack Patterns

The k~neral principles of deployment of predicted
fire ui:ý about a defended 'vital area' are developed in
FM-4.J-3 and will not be repeated here. Individual
defense configurations depend on the number of fire
units available, the size and shape of the defended
area, local ?.vrrain configurations, the presence of other
air defense weapons, and the expected directions of
enemy air atL.k.

In general, the objective is to provide a defense
configuration which is equally effective against all of
the attack optior; zvailable to the enemy.

Figure 9-9 shows an idealized balanced defense
using four Vulcan fire units, and Figure 9-10 shows an
idealized defense in depth using twelve fire units.

The pattern of enemy attacks depends on the num-
ber of aircraft assigned to the attack, the type of
munitions employed, and the size of the defended vital MAX EFFECTIVERANGE OF WE•APON

area. If the vital atea is small, only one attacker at a
time can run an attack pass. although one could imag-
ine a tactic in which two or three aircraft at a time
begin the run. to diffuse the defense, with only one 2W71 195

aircraft releasing munitions. Successive attack echelons
would be as closely spaced as possible. to take advan-
tage of the time lost by the defense in acquiring new
targets, and in reloading the fire units. A model of this Figure 9-9. Idealized Defense with Four Fire Units

type of attack is given in the Effectiveness volume.

9-13



defense is 'balanced'. From an analysis point of view,
defense effectiveness up to munitions release may be
simplified by assuming that only one weapon fires at
an attacker and that the attacker's ground track passes
through the weapon. The fine details of effectiveness of r
the defense vs. direction of attack can probably be
reserved for later studies of how far the weapons
should be placed from the center of the vital area.

In the case of the heavy defense (Figure 9-10) a
VA D •similar single direction of attack may be used for a

first order analysis, with the defense kill rate vs. range I
based on the sum of the kill rates of the in-line fire

units, both related to target range from the vital area.

SReferring to the stand-off range measure of Section
9-I. the effect of placing the weapons of Figure 9-9 at
an average of 0.5 to 0.7 times an 'effective range' from
the center of the vital area is to impose an additional
handicap on a dive bomb attacker. This factor can be 1
included in the equations of Section 9.1 by a minor
modification to degrade the attacker's munitions efrec-
tiveness by the additional distance that they must
travel from release at a specified point of defense
effectiveness. Similar considerations apply to the heavy

defense of Figure 9-10

Figure 9-10. Idealired Defense with Twelve Fire 9.2.2 Allocation and Duration of FireI Units Inherent in the determination of how long to fire at

If the vital area is large, many aircraft can attack at a target that has been acquired is the defense estimate .
once, each with an assigned aim point, or using pattern of the relative value of the defended target, and the
bombing. The only limit on the number of aircraft in value of the attacking aircraft. Once the attacker's

the attack formation would be that fixed by individual munitions have been released, additional firing does
aircraft station keeping. not contribute to the protection of the defended area

against that pass. and the effectiveness of subsequent
For predicted fire weapons with a maximum effec- rounds probably drops off rapidly as the aircraft goes

tive range of a few thousand meters, it is believed that into his escape maneuver. However kills in the post-
an attack pattern consisting of successive closely spaced release phase prevent that aircraft from reattacking, 1
echelons of from one to four aircraft per echelon is and increase the cost to the enemy of the operation.
most likely. This is, however, subject to validation by On the other hand, if other attackers are sighted, or
persons with tactical air experience, confidently expected. it would probably be preferable

Considerable use is made in the Effectiveness Vol- to save ammunition for defense against them. These
ume of a model based on descriptions of heavy air qualitative judgements tend to dominate the decision.

attacks on Malta in World War II, briefly described as Another consideration, directly related to the choice
follows: of caliber, is the question of whether hits on the

'On an average there were 170 bombers over every attacking aircraft can be observed, and their eflects
day, juggs and Ju87s coming in waves of twelve to quickly determined. To explore this problem. the fo"-
fifteen at a few minutes' interval from a variety of lowing sequence of probabilities might be evaluated.
directions, sometimes making for a single objective.
sometime for several...' a. Probability of getting a hit (or more than one).

In the case of a light defense (Figure 9-9) no more b. Probability of observing that a hit was obtained.
than two fire units will be able to engage an attacker c. Probability of stopping the attack with rounds on
before he has released his munitions. an most cases. If the way or already fired if no hits were observed.
one adds the expected number of kills vs. range, the
pattern is roughly circular with approach direction and a. Probability of stopping the attack given that hits
corresponds roughly to that of a single weapon in the have already been observed and only those on
vertical plane nf the approach path. Ir. this sense the the way remain.

)-14
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e. Probability of observing interruption - abort, - of may, for example the volume of space bounded
the attack. by the surface on which targets are first exposed

In the case of each event noted, one must make to the defense sensors.

estimates of the time from the to an observable effect. b. The probability that an aircraft enters in volume

The ability to observe a killing strike on an attacking in a small interval of time di is , dt. The proba-
aircraft is important for two reasons: bility that it leaves in a small interval of time is

a. It conserves ammunition, and since most modern #A dt.
predicted fire weapons have a greatly higher
firing rate than reload rate, tnis increases the Note that the realism of this model can be improved
number of targets that can be engaged in a heavy by nesting a set of volumes, to define target exposure

! sus:ained attack before the fire unit goes out of and initial maneuvering for position, the attack pass,
action to be reloaded. and the space of weapon release points. Entry and exit

. Iof each can be defined as in the simple case, but with
£ b. It frees the weapon for assignment to a new different coefficients for each volume. The defense

air defense systems have the capability of track- parameters of acquisition, kill probability. etc., can be

ing several attackers simultaneously in the sur- assigned appropriate values for each volume. This

veilne fori at This greatly shortens the time approach is developed in more detail in the Effective-

vequired for a newly freed fire unit to acquire ness volume.

and open fire on a new target, based on informa-
tion and assignment from the commander at the In this expository model, the details of variation of
surveillance unit. Hence early kill recognition kill probability with target range and flight path Pare
allows more targets to be engaged in a heavy suppressed and replaced by an average kill rate for the
attack. defense, when it is firing. Once the problem has been

structured, these details can be incorporated to any
The observability of kills requires more analysis in level desired, but they tend to obscure the overall

conjunction with sensor characteristics. They may be relationships which it is desired to illuminate in this
more difficult to observe with radar than by visual section.

* observation. It may be possible to process tracking data
from the radar, however, to indicate a kill when the The fire/reload cycle of the fire units is approxi-
target acceleration or velocity become inconsistent with mated by assuming a statistical model of the process,
controlled flight. If the system employs a means of described in greater detail in the effectiveness report,
projectile tracking, it may be possible to observe hits, Briefly, if a fire unit fires at a rate Y., and has N
and possibly kills. rounds of ammunition on board, it is assumed that the

Since the result of thi..e considerations must lead to probability that it exhausts its ammunition in a short
simple rules which can be easily implemented in opera- time interval dt is v dt, where v - vo/N. Similarly if
tion. a possible set of rules mighit be the following: it is in a reload state, with a capability of loading p.

a. Doctrine that a target it. always dropped when i rounds per minute, the probability that reloading is
has Docrelehaae targes ordnanc s tt aher t completed in dt is assumed to be p dt. where p - p.1
has released itt ordnance. provided that another N.
target is available.

b. Doctrine that 'X' rounds will be fired at each We first consider the implications of the ove
target. One of the SAM systems has a doctrine of simple model on the number of aircraft in ihe defense
firing X rounds then switching to a new target volume as a function of time, ignoring observed de-
without awaiting the outcome. structions for the moment.

c. *Cease fire at target on observing target kill. Kills Define:
with Cal 0.50 are often slow to produce observ- P(;h,t) = probability that there are m targets within
able efftets. Kills with contact fuzed 57mm HE the defense firing zone at time t
rounds '•,(l usually be easier to identify. Then:

I 9.2.3 Simple Stochastic Model of System 4l
Loading t = a XP(m- I,t) + • 0(n+ )P(m+ It)

dt
In order to obtain an initial appreciation for the

interaction 'f parameters, a simple stochastic model is - (X + Mm)P(m.t) (9.23)
defined as follows:

a. A 'Volume of interest' is arbitrarily defined. It XdP(,t) + UP(l ,t) (9.24)

I
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Solve for the initial condition: In the steady state, the no-target state reoccurs on j
P(1,0) . 1.0 the average evtry:

P(m,O) = 0; m ; 1.0 (9.25) et (

and obtain: Tf(o)= 0,) = - (9.32)

P(0O P = (I -e [ ()eM)(l -e *t] (9.26) its mean duration is I/A.

For example, assume that the attackers are spaced on

P(mt) e "M ( the average 10 seconds apart, and each remains in the
\t') defense zone for 20 seconds. In the steady state there

IMmnl will be an average of 2 aircraft in the defense zone.
+ e .',7 (9.27) The zero target state will reoccur every 158 seconds on

(rn-i))- the average and will last on the average for 10 seconds.
If, however, the attackers are spaced 20 seconds apart,

where there will be an average of one aircraft in the defense
MMNO e"A) (1 (9.28) zone, the zero state will reoccur every 54 seconds, and, I
M e ) (will persist on the average for 20 seconds.

W",en t becomes very large: Continuing now to the consideration of multiple
targets and multiple fire units, the following mutually

P (0,00) = e "•/P• (9.29) exclusive states can be defined.

Each Fire Unit:

P (0, a.)= e (V-) (9.30) Ready, uncommitted
L m!Assigned target, attempting to acquire

Firing
Unavailable, being reloaded

Summing Im P(m,t)] over m to get the mean number Unavailable, malfunction, under repair *
of aircraft within the defense zone at time t, we Each Target:
obtain:

States Relative to Defense
m e" + OVA) (I - e"t) (9.31) Undetected

Detected, Unassigned
The first term represents the departure of the first Detected, Assigned to Fire Unit

aircraft (or wave) which initiated the combat phase. Engaged I
The second term represents the arrival of subsequent States Relative to Attack Phase
aircraft.

The mean spacing in time of arrivals is I /X. The Approach
On Attack Pass, weapons on boardmean stay of an individual aircraft in the defense is Weapons Released, Evading

States Relative to Survivability
The probability of no aircraft in the defense at time n

t plots up as shown in Figure 9-Il. In Range, Surviving
Destroyed

If the attacker allocates a total of M aircraft to the Out of Range, Departing
complete attack, be h the build up and decay of the The number of possible combinations of theoe mtates
above. constitutes a formidable obstacle to ccntirued develop-

ment of the stochastic model, even in the simplest

We now consider the interaction of thiM target model formulation. 4

with the reload probiem of a single fire unit, omitting Noting however, t
considerations of observable kills and acquisition time. that h value expression,

auioEquation (9.31) is easily obtained from a simple dif-
Assuinino that the gunner fires as long as there is at ferential equation using expected values only, the anal-

least one airplane in the defense zone, his opportunity ysis is simplified to a deterministic formulation in
to reload without penalty occurs when the state P(0,t) terms of differential equations, and this turns out to be
omurs. tractable.

9-16
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Figure 9 - 11. Probability of No Aircraft in the Defense Zone versus Time from First Arrival

I .

02.4 Simple Deterministic Moel average rate of ammunition consumption
First consider the case where all guns attempt to fire while firing per fire unit

as long as there is at least one target within the p - average reload rate per fire unit
defensive volume. The fact that a target is being - target arrival rate
engaged already does not prevent a newly available fire
unit from attempting to acquire it and fire on it. I& - target departure rate
Targets arc chosen at random. Ik, - rate of inflicting observable kills by a single

Define: fire unit

n - number of fire units attempting to acquire a k2 - rate of inflicting delayed killsi target at time t m - number of targets within the defense volume

n, - number of fire units being reloaded at time t

N, - number of fire units firing N - total number of gut ,n the defense

, .9-17
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Figure 9- 12. State Transition Flow of Defending Guns

a - target acquisition rate I one gui,

Figure 9-12 shows the flow )f guns among the rnk =klnf+P (k 2/14 (935)
firing, reload and acquisition states. j

A gun firing leaves that state if it exhausts its ammu-
nition, it its target leaves the defense zone, or if its The steady state solutions are easily obtained by
target is observed to be destroyed. It enters the firing setting the derivatives equal to zero. Then one can
state when it acquires a target. determine the average number of guns firing, and the

If there are n, guns firing, and m targets, each target average rate of target kill. However, the steady state
is fired at by n,/m guns. The departure rate of i solution is useful only if one envisions a -eries oftargets isr p m, hence guns are released by target depar- attacks continuing for a very long time. It ,s of equal i
tures at a rcte jm(n,/m). Similarly the kill rate on each interest to observe the system response from t m 0
target is k T,/m and so observable kills free guns at a Since Equation (9.33) defines the number of guns t
rate k,n,. firing without regard for the number of targets in the

system, it is easily solved to show the number of guns

The differential equations describing the states are as firing as a function of time froi,, the initiation of the
follows: action. I

This has been done, and the results are plotted in

;r = unf - Pr Figure 9-13 for the case of

;f =a(N'nr' nf)' (u1 ÷ + + k1 ) if I/p. - 10 seconds, - average target stay in the I
ri = X-;a-m. kInf (9.33) defense volume

Y = 3000 rpm - rate of fire of one fire unit

The term k^n, represents kills observed to have been N. - 500 - number of rounds on each mount
obtained durirg the engagement. In the case of de- when fully loaded
layed kills, the guns 'waste' ammunition, since they fire p - 120 rpm - reload rate of one fire unitat an acquired target until it leaves. 2 p eod aeo n ieui

I/a - 5 seconds, - average target acquisition time.
Against a single target, fired at by n,/m guns. the Figure 9-13 shows the fraction of fire units in the

probability of obtaining a delayed kill is firing, acquisition and reload states as a function of
approximately: time, for these numerical values. Init"dlly all guns are

attempting to acquire a target, then as they begin firing
-C 4nfm) (k 2//u) (9.34) some exhaust their ammunition and enter the reload

state. In the steady state, each fire unit spends only
3.7% of its time firing, but during most of the ;nitiall

since the mean firing time is p'. Since targets leave the 20 seconds of the action, more than 20% of hc de-

system at an average rate jAm. the average rate of fense is firing.
obtaining both observed and de~ayed kills is The importance of the judgement as to probable
approximately: duration of the complete action is obvious.
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Figure 9-13. Defense System Activity States with System Saturation

Given the number of guns firing vs. time, the num- Ar = Unf-pnr

ber of targeLt in the defense from Equation (9.33) and
the target kill rate from Equation (9.35) one can go on if = a(m-nf) - (u + + k1) nf N.nr m
to compute the expected number of targets killed vs.
time. nf = a(N-nf-nf) • (v .J + kl)nf ; N-nr m

9.2.5 Alternate Model -= - klnf

Instead or assuming that all guns attempt to fire at k2")A
all targets within the defense volume, one may con- mk nf I +P6 e (9.36)
sider an alternate, and possibly more realistic doctrine
of fire in which no more than one fire unit is ever
assigned to one target. Depending onu the values of the parameters. the

transient solution may have to be obtained in two
The differential equations then become as follows: parts, one for each side of the boundary N-n, - m.
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This is easily done. and only limited time prevents a c. For simplicity, the analysis is done in a single

comparative numerical example here. coordinate.

9.2.6 Conclusions Clearly, the result will depend on the amount of
The relative simplicity of the deterministic model correlation between the tracking error and the predic-

allows a moderate amount of additional detail to be tion error measured at the same time instant.
incorpoiated before it becomes unwieldy. By its use a Define:
rapid preliminary investigation can be made of the
relative effects of acquisition time, reload time, rate of x(t) - prediction error at t' resulting from
fire, observable vs. delayed kills, etc. Considering the tracking error history
judgemental factors involved in laying out probable x.(t) - tracking error at time t'
enemy attack details, they may be entirely adequate. In
any case, the results obtained by their use may be used 0",2 - variance of prediction error resulting
as first order approximations which may be used to from tracking error
indicate parametric sets for more intensive analysis in ',] 2 variance of tracking error
greater analytic detail, or by simulation.
9.3 DEFENSE FIRINPG DOCTRINE - covariance of prediction error and
IMPLEMENTATION tracking error

This section considers some of the aspects of imple- p - correlation of prediction error and
menting a firing doctrine, once it has been chosen. It tracking error
also addresses a problem that may not have previously - -
subjected to analysis, namely if a target is being 1
tracked continuously, and tracking has fairly well The marginal probability density function of x9,
settled, how much of ,an advantage is gained if the given x. is as follows:
weapon is fired only when the tracking error is within
some specified value. For example, a gunner employing I
visual tracking might be instructed to fire only when f(x.Ix0 ) =
his reticle is on the target. op [21r.(l.p2)] "2
9.3.1 Operator Choice of When to Fire I

It seems reasonable to suppose that if the gunner of [Xp -(Opod),ol 2
a man-controlled mount fires only when his reticle is exp- 2 (9.37)
on the target. he should have a higher probability of 2 op2 (l.p2)
hitting than if his choice of firing time is unrelated to
the tracking error at the firing time. However in a Since in reality the operator is tracking in two
svstem with lead computation, the lead at any instant dimensions, it would be more realistic to write the
depends on the past history of tracking, with rates and corresponding expression for a two dimensional proba-
possibly position averaged over the smoothing interval. bility density function, and this might be worth doing
Thus the prediction error at arty instant depends not in a complete analysis, since the results could then be
only on the observed error at that instant, but also on a expressed in terms of burst kill probability. However,
weighted average of past errors. as will be seen the ont-dimensional case is quite

In the following paragraphs we determine how illuminating.
much the variance or prediction error associated with a Next we may recogrnize that even in a one-dimen- I.
short burst is reduced if the burst is fired when the sional problem, the operator could not respond quickly
tracking error as observed is close to zero. The follow- enough to fire when x6 is exactly zero. Hence it would
ing assumptions are made: be more realistic to integrate f(Qx x.) over a pdf of x.

a. Only the prediction error resulting from tracking (small compared with oa,). Likewise in the two dimcn-
error is considered. sional case one would establish a ring within which the

b. It is assumed that the statistics of tracking error operator whould fire since he would never have both
are the same, regardless of which firing mode the coordinate tracking errors zero at the same time.
gunner uses. In fact, as noted elsewhere, he may To show the maximum possible gain, now,'ver, in
track more accurately if he does not have the the one-dimensional case we assume that it 4s possible
additional task of trying to decide when to fire. to fire when x. - 0, and so we need only determine
But this is an open que-tion: he may try harder a9

2(I-p') and compare it with a,2 to observe the im- -1
if he knows that he is more likely to get hits if he provement in aim variance with the firing doctrine
can get the reticle on target. described. '11
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The simplest statistical description of the tracking The prediction variance p2
error is assumed, namely a covariance:

Ro = 0a 2 e .utT c (9.38) pr 0 (9.43)

i 
which we abbreviate:

and we shall determine the effect oil varying T, on the u p (9.44)
system performance with and without choice of firing and we also abbreviate:
instant.

R, 0 2 X (9.45)

Any linear prediction function can be described byIthe following:

We are interested in the variance resulting with the

designated fire doctrine

s s2 = ap2 (I • #P) (9.46)
xP () xo (t.u)A( a) du (9.39) and

I as2~ = op2[I (X2/M)I

j where A(u) is the response of the system to a unit = 002 [p.,X21 (9.47)

9.3.1.1 Numerical Examples

Then: As examples, we choose I) a predictor transfer func-j tion identical with that used in a gyroscopic lead
computing sight, such as Vulcan. This function has the

Rp <xp(t)X0(t)> characteristic that it does not attenuate high frequency
noise. For comparison, 2) a predictor transfer func-

xo(t)xo(t.u)A(u) du > tion with second order smoothing is assumed. This
S-0function does attenuate high frequency noise.

The transfer functions and the other expressions
j (9. needed to compute a', and o-, are compared in Table

Ro(u)A(u) du (9.40) IX-4. In order to make the two transfer functions

directly comparable, the second function is assumed to
I have a smoothing time coefficient proportional to time
I of flight, as is the case with the gyro sight function. In

both cases the 'a' coefficient is taken to be 0.20: thisFor the covariance given by Equation (9.38) R, is makes the characteristic smoothing time proportional

therefore simply proportional to the Laplace transform to 0.20 x time of flight.

of A(u),
Results are shown in Figure 9.14 for the gyro-sight

type of prediction function. An arrow indicates the
p point on the abscissa corresponding to typical good

p = 0.2 A(l /T,) (9.41) manual tracking, for 1.0 and 2.0 seconds time of flight.

The Laplace transform of Equation (9.39) is: The improvement obtained in aim variance for the
gyrosight type of system by firing when aim error is

xp(s) = xo(s) A(s) (9.42) zero is significant.

The results for the second transfer function are
shown in Figure 9-15. It is interesting to observe that
this system performs almost exactly as well without

and A(s) is the well known 'transfer-function' of the choice of firing point, as the gyrosight type system
smoother-predictor circuits, does with choice of firing point.
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Table IX-4. Comparison of Systems

Sy•,tcm Gyrosight Type Second Order Smoothing j
I + •( 1 ;a0 I (tp + 2T5) at1T "an',ler I •mtilion +Sa +T 'S tpI 4 sa~p( I)

"Tricking I tror a 02e'u/Tc o02c*u/T/
'p ~Autosjinflce

V j,,in,:,, of! 2 11 +" Nill + afal 2 2 1 + x I" + 4a 4+ 2 a )II
P I fctho Irror 0 1 + X a0 2

p 1
Cojueof -W Itt I + II 1__13__2_1_+q0_+_2._/a_

Prcdlictiont ind 0.2~ 0+ +2a)
Tri.cking Error 0 +I
R )

Note at /!T _

20871-$38A

However, even in the case of the second system, the automatically only when the vector error has become ]
choice of firing time provides a substantial improve- smaller than some threshold value, and in addition has
ment. remained below this level for a short interval (say 0.50
9.3.1.2 Discussion second). This should provide a much larber improve- ]

ment in prediction error due to tracking for the subse-
it seems clear that in a manually tracked system, quent burst than is indicated in Figures 9-14 and 9-1.

with choice of firing time under the gunner's control, it However one would need to investigate the frequency 3
is preferable to ,ire when the reticle is on or very close with which these intervals or low error occurked to
to the target. If one automates the firing control this determine whether an acceptable number of bursts
choice will not be possible. but tracking may be im- could be fired against a typical target.
proved. If one provides an automatic tracking error Wt a
measuring device, (for example in conjunction with an With a system that carried enough ammunition to I
imaging sight) this can be used to control the firing fire continuously over the whole available firing time
instant. But the measurements of tracking error could there is no anticipated advantage in firing only at
equally well be used to close the tracking loop and selected intervals. For very high rate of fire systems, i
provide automatic tracking. With automatic tracking and in general for systems with relatively long reload .3
the loop would be much 'tighter' than with manual times, there could be a substantial overall payoff, how-
tracking, the noise would have higher frequency con- ever, in firing fewer rounds and firing those when the
tent, and with good error filters, the additional im- tracking is very good. i
provement obtained by automatically choosing the
firing instant in addition would be marginal, as shown 9.3.2 Automatic Firing Algorithms
by the right hand segment of the curves of Figure The more9.15. Th oesophisticated fire control systems will have I

within the computer enough information to oarallel
Consider the two-dimensional case. If we have a the decisions that a human operator makes in deciding

system with automatic tracking, and if we believe that when to open fire, how long to fire, when to cease fire,
the tracking error is a major source of error in gun etc. It is conceivable that the computer might in fact 1<
orders, we might take the error signals from the sensor make better decisions. This section reviews some of theservos and process them so that firing wo,•ld take place considerations in developing an automated fire system.
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9.3.2,1 Hiatoricel Porepeciivo they modified the controls, making them easier to

The gunner on Vulcan and similar mounts :s a busy operate, and they built an automatic triggering
man. He must acquire the target. track, and decide device which would allow the gunner to concen-when to fire. The tracking process takes place in two trate on tracking and framing. An experimentalcoordinates, and this is somewhat more difcult ror the test demonstrated that men could track andcoordiath.and trcing in s hat s e odin lte (s ts frame better with the modified controls than theyoperator than tracking in a single coordinate (as was could with the standard ones. The men were 'onpossible in World War II 40 mm mounts which had target' about 25 per cent more of the time with
two trackers). It probably takes longer for two men to thget on target, although experimental data seems to be the modified controls than with the standard

lacking, and the trend of development has been to ones,
single operator mounts. The Army tried out th.- second suggestion - the

The Vulcan operator does have the advantage of not automatic triggering device. Gunners used up
having to range in addition to tracking. World War II twice as much ammunition since they fired stead-
aircraft turrets were controlled by a single gunner who ily during an attack instead of in bursts. But, with
had the additional task of keeping the target bracketed twice as much ammunition, they got three times as
in a stadiametric-type reticle. This problem was studied man)- hits. Japan surrendered before the auto-
by engineering psychologists of the National Defense matic triggering device could be tried in combat,
Research Committee. and their findings are sufficiently but its value had been proved on aerial targets. 3
pertinent to current one-man mo-ints to justify reprint- 9.3.2.2 Rationale for Computer Selection or Assist-
ing the following summary of their work.O ance In Selection of Firing Points

Gunners on a B-29 have three jobs to do. They
track an enemy fighter with the sight. At the
same time they must continuously readjust the It had been hoped that time would permit a number
range reading of the attacking fighter plane by of automatic firing doctrines to be programmed and -
keeping its image accurately framed in an adjust- evaluated on the Litton simulation. This has not been
able set of marks in the sight. The range infor- possible. The following discussion develops a rationale
mation and the data on the enemy's course which for formulating such doctrines.
comes from tracking are fed into an automatic Tt

computer which points the gun, not at the at- The determination of when to fire is considered in
tacker, but at the point in space where he will be, three phases: I) Determination of System Readiness,
provided he continues on the same course, when 2) Threat Evaluation, and 3) Command of Individual
the bullet gets there. That is. the computer does Bursts. If the fire unit has more than one burst or rate
this if the gunner tracks smoothly and on target, of fire option, these would be selected in threat evalua-
and frames accurately. In addition to these tasks, tion and commanded in the final phase.
which are difficult, the gunner is supposed to The separate phases arc developed as follows:
squeeze the trigger.squeeze many trguer. ta. Phase I: Determination of System Readiness

For many gunners this last responsibility is Criteria are:
just too much. They find it impossible to perform
all three tasks (tracking. framing, and triggering) (I) Sensors tracking targct.
properly with only two hands and one brain. (e
Consequently, as the prcject psychologists discov- (2) Computer settled.
ered, the gunners develop a regular rhythm of (3) Target within a specified 'effective' range.
triggering which has nothing to do do with the
accuracy of tracking and framing. They squeeme This determination is already made automati-
the trigger, and let it go. squeeze it and let it go, cally in some current systems, and the operator is
in bursts of fire which are just as likely to come given a signal to indicate that he can open fire
when they are off target as on: just as likely when when he desires. Th. determination of compuiar
they are framing poorly as when they are fram- settling could be made from a ,nesurement of
ing properly. The gunners are not to blame. The elapsed time from target lock-on, or from the
task is too difficult for them. It may not be too fact that a smoothed measure of target ac.elera-
difficult for the engineers who designed the tion has dropped below a threshold. A determi-
sights. But it was for the average GI who became nation of system readiness is fundamental to all
a B-29 gunner. systems, whether it is done automaticady, or by

In order to simplify the task to a level where the operator.
the ordinary gunner could master it. the psychol- b. Phase 11; Threat Evaluation. The following threat
ogists working on this problem did two things: characteristics are observed by the operator, in-

92
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ferred by the computer from tracking data, or dispersion is better than none, but large values are
developed in part by each. rarely helpful, and then only in cases where the bias

errors are so large that even the best random disper-
(I) Aircraft Attack Mode sion is insufficient to raise the kill probability to useful

a) Laydown Attack levels.

b) Strafing Attack This section does not exhaust the argument, but
c) Dive/Glide Bomb Attack provides some additional analytical methodology and
d) Release of Standoff Weapons commentary based on the simulation results.

(2) Aircraft Heading: Degrees off. a direct attack It may be noted that one of the reasons that analysts
path to defended target. (including the present writer) tend to be fascinated

(3) Aircraft Velocity. with the idea of artificial dispersion is that it is aninteresting analytical problem. Dluck hunters have their

From this information the computer determines interestin favor of the pr o tgun hutrs h vetI own bias in fao fteshotgun approach, even
the expected time to aircraft weapon release or to though a simple analysis of the parameters of their
minimum range, depending on the attack mode. problem indicates that it does not scale at all io the
From the expected a,'ailable firing time and its antiaircraft gun problem.
status record of on-mount ammunition, the com-
puter selects firing rate, burst length, and number
of bursts to be fired. The burst command points 9.4.1 Analytlc Detrminatlon of Optimum
are selected according to algorithm which com- Dispersion
promise between the desirability of obtaining
kills at long range is possible, and the higher Consider the problem of computing the probability
probabilities of obtaining kills at short range. of killing a target with a burst of n rounds, when the
This might result in firing bursts of decreasing shot pattern has a constant bias (such as boresight
duration as the target closes, error) which is constant over all bursts, and a bias

c. Phase III; Burst Command. In an automatic constant during a burst and randomly distributed

mode. the system might consider both target across bursts. In addition individual rounds have a
acceleration and sendor (racking error as modifi- random round to round dispersion. Closed form solu-

ers on the andesensord firaing errornas. oiom- tions. even for the simpler cases of circular symmetry,
mded bsth mpreselected firing points. A com- tend to involve the Incomplete Gamma or Beta func-i manded burst might be delayed until either tar- tions and/or series expansions. To determine whether
get acceleration or tracking error, or both were increseries diperion is desirable mosthps

within selected limits. How much delay to allow increased (artificip"l dispersion is desirable most past

could be the subject of analysis. These limits analyses have had to resort to numerical computations.

would be overridden when expected remaining This is no great problem if a computer is available,

firing time equalled the time to fire the allocated and in fact with the Litton simulation one can allow

ammunition at maximum rate. many of the tactical parameters to vary during a long
burst for a realistic evaluation of the effect of changing

How much complerity to put into an automatic fire dispersion.
control computer module would depend on the payoff.
Some initial cstimates can be made analytically, and if An analytic base is always helpful for reference.
these were verified on the Litton simulation, (which is however, and the following method, suggested by some
notoriously difficult to convince of the desirability of little known work of Gubler: turns out to be tractable.
any sophisticated program) some confidence might be By its use, an exact solution to a very old problem has
had in specific recommendations for implementation. apparently been obtained, for which only graphical

9.4 OPTIMUM DISPERSION solutions were previously available, to the best of the

The idea of increasing the size of the shot pattern of writer's knowledge.

a high rate of fire weaporn to cover up deficiencies in
the lead prediction, errors in boresighting and calibrat- For brevity of presentation, the method is described
ing the equipment, and unpredictable maneuvers of for a problem in which all of the probability density
the target is an unfortunate one. It is unfortunate functions have circular symmetry. This is not an inher-

because it dilutes the effort which should be devoted to ent limitation of .he method, which allows considera-
improvi..a the prediction algorithms, improving track- hie generalization.I ing, eliminating boresight and calioratinn errors. Re-
peated analyses indicate that for l'edicted fire weap- The expression for the survival probability of theons some small, non-zero round to round random target is written, conventionally as
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Z () Ze ?Z [(xbx.°)2 + (Yb'y°)2] Note that we can write: .

0 ( Z ) ( 2 1r)Ee = / 'A * E oe *X T
-OI/E f(T) dT (9.55)

where xb yb dxbdyb (9.48) E 0T * E. .XT f(T) dt

Eo = na 2 /(a2 ÷2 o2), (9.49) (9.56)

a2 =target vulnerable area fut:
I: = (act 0 )/s-]~ A! T) e"* XT

variance of aim wander, constant during a burst, =1
random across bursts " -XT

02 = variance of "reference" round to round e f(T) dT 0 (9.57)

dispersion Hence:
OZ2 = incremental variance of artificial dispersion /

ac~i~la Eo + ()•VEo) a•(1)fax- .o (9.58)

X -2b 2 /(a2  + 202) (9,50) da (l )l(alog•Eo) + 80/0( loge X) = 0 (9.59)

Z = (a2 + 202 )/(a2+2 02 + 20z2 ) (9 .51) whence:

Eo( Xe a C (9.60)

Xo,Yoare systematic errors constant over all bursts. where the asterisks indicate the relation between E.,

z C .0 and for optimum dispersion. If Equation (9.57) can be
evaluated for any pair (E,,d) for which the parameters
are other than 0, . the constant C can be determined.
The desired solution is then obtained.

Take the derivative aOZ)/aZ. For the case x. - y, - o (no constant bias across all

bursts) the solution is easily obtained. We have simply

a(i )/aZ < 0, dispersion should be increased (Z) 1fe d(e'w) (9.61)

30I )/DZ > 0. dispersion should be reduced T

ao•(I)/IZ - 0, the reference dispersion is "optimum."

(9.52) ()/ .o (I÷LlW)w/ewod"

Abbreviatiig the notation for aol)Iaz - .E0Ixf (I4+ Logew) wl1AewEo dw

1'E• " 0(T) dT (9.53) (9.62)

Solve this for the special case of A - 1.0. Then 2, is I
the solution of the transcendental equation:

a•Z)taZ= EoT(1--ZT)e~zTe "E°Ze'eZT f(T) dt 2[1 -(I + Eo/2)e-Eo .El (.Eo )- 0.5773 .. Loge - 01
(9.54) (9.63)
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Where Ei is the expontial integral and is a tabulated indicated, they were associated with burst kill probabil-
function. Solving this equation numerically, we find ities that were very low, even when optimum disper-
., - 3.56... sion was used.

Hence the optimum dispersion is using Equation
(9.60) obtained from: This observation is supported by the analysis of the

previous section. Consider a burst of n rounds fired at
3.56 (9.64) a target with vulnerable area A_. Assume that the

EI system has a constant error of aim during a burst, and
or that this error is randomly varying across bursts and

or described by a circular normal distribution with a

(na2)(2 %2), 3.56 (a2 + 202)2 (9.65) variance of o'. Defining an area of uncertainty associ-
ated with the bias as:

Suppose that we could reduce the random round to

round dispersion to zero. Then we should have: Ab = 2 TrOb (9.68)

n - 3.56 a2/2 Ob2  (9.66) this area could be covered to a density nA,/Ak if n

rounds could be accurately placed.

Hence unless n exceeds this value, the optimum round Working through the equations for optimum disper-
to round dispersion is zero. Now ira' - target vulner- sion. using expressions from AFAADS-I (pp 5-70,
able area, and a/2cr,2 will usually be very small. For Equation 5.342), the probability of killing the target in
the problem as formulated, therefore, we would always a burst of n rounds with optimum dispersion can be
expect some round to round dispersion to be desirable. plotted against nA/A., as can the ratio of optimum
Solving for this value round to round dispersion to standard deviation of

bias. o,,/o'b. This has been done in Figure 9-16.

Now taking a specific example of a target with I
2o-2=[at ob(n/1.78)1/2).a2 (9.67) square meter vulverable area. and a burst of 100

rounds fired at 1000 meters range, and plotting both
burst kill probability with optimum dispersion and the
value of the optimum dispersion against the standard

And so as n increases, the standard deviation of deviation of bias, the results of Figure 9-17 are ob-
optimum dispersion increases about as the fourth root tained. As expected from the previous section, the
of the number of rounds and as the square root of the optimum dispersion increases slowly with bias, and is
round to round bias standard deviation. only about 6.5 mils when the standard deviation of

bias is 20 mils. This occurs when burst kill probabilityEquation (9.64) is an exact solution. An approximate has dropped below 4%.

solution based on graphical analysis was given in

AFAADS-l, p.5-71. Equation (5.347). Since the aim wander resulting from tracking noise

The above approach may be generalized to a time- can be represented in terms of a bias and a random
varying problem. If dispersion can be ..ontrolled easily. component not all of this optimum dispersion need be
as by using servo dither, or a scanning motion of the provided artificially.

gun tube, it is clear that on opening fire one wants the The effect of aim biases resulting from target ma-
first rounds to be fired with the minimum dispersion. neuver are expected to work out in about the same
As firing continues, it may be desirable to open up the way. The unpredictable components will vary from
pattern. For example, the gun tube might follow an burst to burst. If they are very large, on the average,
expanding spiral about the predicted point. From the burst kill probability will be small, and improved to
preceding method one can determine how many only a small degree by adjusting dispersion. If they are
rounds should be fired before it is desirable to open up small, some dispersion is better than none, but the
the pattern, and how rapidly the pattern should be optimum amount is still only 5 mils or so.
expanded with n. Condusions
9.4.2 Discussion of Simulation Reults This discussion is not intended to leave the impres-

A number of simulation runs have been made under sion that one should not attempt to determine and
a wide variety of tactical parametric variations to employ the optimum dispersion pattern. Rather, the
observe the effect on burst kill probability of varying conclusion is that this is an expedient of limited payoff. 7
the random round to round dispersion of the ammuni- The proper approach is to attempt to minimize predic-
tion. The optimum dispersion rarely is larger than 5 tion errors by a good choice of prediction and smooth-
mils, and in those rare cases where larger values were ing algorithms, to minimize system boresight and
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Figure 9-16. Burst Kill Probability and Optimum Dispersion Ratio

calibration errors by a sound calibration doctrine, to varying with path paramrcters if possible, to cover thej
reduce the effect of target maneuvers by short time of res~dual errors as far as possible.
Rlight. and then to apply the best dispersion pattern.
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3 SECTION 10
SIMULATION RESULTS

10.1 INTRODUCTION a. Simple constant altitude, constant speed 'fly-by'

This section presents a wide variety or results to paths. These were all low altitude, 300 to 400

demonstrate (he flexibility and scope of the Litton meters, and families of results were generated for

simulaon.asra hdeveloped under the present contractual the same altitude by systematically changing the
simulation, as minimum horizontal range.

The simulation is now relatively complex, as com- b. Crossing, jinking paths. These were intended to

pared with the simpler version used in AFA.ADS-l. but be somewhat representative of low-level terrain

is considerably more realistic, and allows a much following. The aircraft performed a regular
lare vridetaby of e tactialisi and defen ystm pramch weaving motion in the vertical and horizontaltlargero variety tactical and defense system parame- planes, with the two components differing inIt phase by 90^. The acceleration pattern is shown

The price paid for the added capability has been the in Figure 10-1.
difficulty in identifying and eliminating all program- c. Dive bombing paths. These paths are described
ming errors in the basic simulation, and those intro- in Section 10. 16.duced by new operators inputting parameters for new
series of runs. In all cases the data filters used had a finite memory

time of 1.8 seconds. The coefficients were chosen as a
It is now clear that to obtain satisfactory assurance compromise between smoothing and rapid settling;

of the validity of simulation results, a check-out pro- this weighted the early points somewhat more heavily
gram package must be put together which validates thesquares filters.
existing program, and which can be run in conjunction
with each new set of experiments. The results pre- For most of the runs, two prediction modes were
s tented in this section appear in almost all cases to be compared. One was conventional 'linear' prediction,
reasonable and probably correct, but in a few cases based on smoothed position and velocity. For the
noted in the text there are anomalies suggesting a second mode, the prediction was partially corrected by
residue of one or more minor program imperfections. smoothed acceleration, so that on a constant curvature

In a sense tht simulation is a realistic representation path the prediction vector would be tangential to the

of a real fire control system. which will operate ap- target path at present position. A few runs were made
S proximately correctly, even thou3h some omponents with full quadratic prediction, which would have zeroI ? rxiael crecl, ve ho~ smecmpnnts of predictinerraantapt fcntnmay be slightly out of adjustment. One danger signal bia tion error against a path of constant
noted in simulation operation has been occasional curvature. These three modes are termed 'linear'. 'tan-
results which show very large dispersions to maximize genial' and 'quadratic'.
kill probability. When traced down, these led to the The exterior ballistics used were based on the 'best'
discovery of programming errors. 37 mm round used in AFAADS-I. The same form

factor was assumed for the other caliber rounds, and
The the y sudemonsterated the wi the ballistics were scaled with caliber according to thereader in this sense- 1) They demonstrate he wide a

range of capability available on the simulation. 2) The cci expressions.
results are probably correct, or very close to correct, Unless explicitly mentioned, angular dispersion was
and 3) They can be completely validated by the check- taken as 3 mils lateral and vertical, muzzle velocity
out package described in Section 10.17. dispersion was zero, and there were no angular or
10.2 COMMON PARAMETERS AND REFERENCE muzzle velocity biases.
DATA 10.3 EFFECT OF RATE OF FIRE AND CALIBER

The simulation results presented were based on a A series of runs was made on the simulation, in
number of input parameters, some of which were which the rate of fire was systematically varied for
systematically varied, each of the four reference weapon calibers. Both linear

Table X- I lists the 'standard' target dimensions used and tangential prediction modes were run. Results
in all runs. Table X-2 lists the 'design point' charac- were obtained on a straight line, constant altitude (300
teristics of four gun systems ranging in caliber from meters) fly-by path with an aircraft velocity of 300

mmtr of fr m. smeters/second. The following three pairs of firing20 mm to 50 mm. points were employed (crossing range, distance before
Three types of target paths were employed. These midpoint in meters): (600, 1500), (600, 500). (1200,-

were 500). A typical set of results is shown in Table X-3.
10-1I:!



Table X-1. Standard Target Dimensions and Areas "

Dimensions (meters) Areas (square meters)

Fuselage Length 15.0 Top 16.49
Height 2.3 Front 2.53
Width 1.4 Side 27.10

Wing Span 10.0 Top 47.12
Chord 6.0 Front 2.83
Thickness 0.36 Side 1.10

Note: Areas are not corrected for overlap in this table.
20871-S39A

The entries are the probability of kill with a one- 'Tb2 - error comp-ýnent variance constant I
second burst. These values are plotted in Figure !0-2. over burst, Join across bursts
for tangential prediction. For small A. define E - /(+ B), then survival

The regular form of the curves led M. Ginsberg to probability to a bu.st is
suggest that a simple scaling relationship could be
developed to describe them. It was found that if the Q(n) e
target survival probability to n rounds was plotted
against the target survival probability to n/2 rounds, 0012) e*E/ 2

all of the corresponding data pairs for all four calibers
and the three sets of firing points fell on the same
curve for a specified prediction mode. The correspond- O(n) = [Q(n/2)] 2
ing plots are shown in Figures 10-3 and 10-4 for the
two prediction modes. The deviations of individual 2 Loge Q(n/2) LogeO(n) (10.3)
points from a mean curve is well within the scatter 1
resulting from the Monte Carlo operation of the j
simulation. For large A, from Equation 5.342 in AFAADS-I

This remarkable result suggested that the results of
the simulation computation at the specified tactical 0(n) • B'I(A)"IBI
parameters could be represented by the simplest possi-

ble expressions for burst kill probability, specifically,
Equation 5.342 on page 5-70 of the AFAADS-! report. Q(n/2) • B'I(A/2)"l/B 1 (/2)l/ 180(n)

One may then develop the form of the mean curve I
of Figures 10-3 and 10-4 as follows: Loge Q(nl2) = (l/B)Log,(2) + Loge Q(n) (10.4)

Define:
If 20- >> aW, as will usually be the case, B will be

na 2  essentially independent of a2.
2 202 (. I) if straight line asymptotes are fitted to the two ends of

the Q(n) versus Q(n/2) curve, they will intersect at:

2ub2  Q(n/2) a 2 "I/B (10.5) j
B = •(10.2)a2 + 202 Making a rough estimate of the eq~ivalent value of

B in the two cases, it appears that in the cast of the
tangential predictor. the variance of bias error about

where equalled the variance of round to round error. For the
n - number of rounds fired linear case the variance of bias error was only about

I/4 the variance of the round to round error. ,1- target vulnerable area One would also expect the target survival probability

o"Z - random round to round error compo- to depend, to a first approximation on the product of
nent variance number of rounds fired by the target vulnerable area.
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I ~ ~~~~Table X-2. Reference-Point WeaponCharacteristics__________

fCaliber 20 mm 25 mm 37 mm 50 mm

Maximum Rate of Fire 6000 3840 3000 1920

1 (rpm)
Number of Rounds in 100 64 50 32

I I-sec burst

Number of Rounds on Mount 600 500 400 300

£Muzzle Velocity (ft/icc) 3600 3600 3600 3600

Range to Sonic Velocity 2720 3403 5036 6806

j (meters)

Time of Flilst 4.7 5.9 8.7 11.8

I Sonic Velocity (scc)

'k HIE Filler 10 10 10 t0

jProbability of Kill. 0.17 0.24 0.44 0.65

G iven a Hiat (C)onI Fuselage

Maximum Kills pci Second *17.1 15.5 21.8 20.8

Rate x PC onl Fuselage

Probability of Kill, 0.025 0.042 0.150 0.380I Given aHit (pcA) on

wing

IIMaximum Kills per second *2.5 2.7 7.5 12.2
Rate x pCW on Wing

20871t-540 A
This relationship is shown in Figure 10-5 for a single also have some effect against the target wing. In addi-
point on the flight path 500 meters before midpoint, tic'n, the larger caliber weapons have a small time of
and for the two predictors. Note that for the linear flight advantage, which improves their relative
case where the bias component or error is relatively effectiveness.
small, the curves for the four weapons show little Thsexrintleutsfo tesmlaoneddifference. For the tangential predictor the large cali- theseiegei mecnta if results fromrdn the neeudationtlea
ber weapons do somewhat better than ihe small caliber Moto sinfCanto inferewhcs regardsinglte nedfor mother
weapons,.hswudb xetd ic eilcrea the cost of simulation operation.tion reduces the marginal gain or additional rounds.
and for a given product or vulnerable area xt number For the noise characteristics generated by the radar
of rounds, the small weapons fire more rounds. model and linear prediction the fact that target sur-I ~vival probability versus number of rounds is ve~ry close

The difference among weapons with the linear pre- to aisimpgle exponential, as shown in Figure 10-5
dictor may result from the fact that the larger weapons implies that one would obtain essentially the same

10-
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result by a deterministic computation assuming inde- As a demonstration, footprint data have been gener- j
pendence of successive rounds. ated for families of pass courses of two types:

I) constant altitude, constant velocity paths. and
In the case of the tangential predictor, this would be 2) 'jinking' paths in which the aircraft weaves verti-

true only for burst kill probabilities below about 0.50. cally and horizontally about a mean, level, straight
However, the fact that a single curve fits all of the line.
samples for four calibers of weapons, a wide range of
number of rounds fired, and three points on the target Each data point is for a I-second burst with a g
path with different geometries implies that one can use specified number of rounds fired at constant specified
the simplest form of the deterministic algorithm for rate of fire. The data point is defined by the minimum
computing burst kill with bias varying across bursts, horizontal range of the path and the distance of the
and by that means obtain the same results. All that is aircraft from midpoint at the instant the burst is fired.
needed is a method of estimating the ratio of the For the weaving path these points are referenced to the
variance of the random and bias components, and this mean line through the path.
can be done by "Tappert's method' described in the The data printout for the 25 mm gun on the fly-by
AFAADS-I report, path with the tangential predictor is shown in Table

X-4, and a rough sketch of the corresponding burst kill
To what degree the observed empirical relationships 'footprint' contours is shown in Figure 10-6. The

will hold for other noise models and filters is unknown. parabolic lines in Figure 10-6 are lines of consta•nt
As a minimum, the results observed provide a simple distance from midpoint at the instant the projectiles
method of converting simulation results to other para- reach the target. Of this set the solid line represents
metric sets. impacts at midpoint when time of flight is least.

10.4 FOOTPRINTS Data print-outs for the 25 ,oem gun against a jinking
path, and for the 50 Trm gun against a fly-by, both

The simulation can be ope ratd to generate a pattern with the tangential predictor, are fiven as Tables X-5
of data points from which a 'footprint' can be and X-6. Runs with linear prediction and the 25 mm
sketched. A footprint is a set of contours of constant gun indicated inferior performance in general on the
kill probability for a burst of specified duration. jinking path. Against the fly-by however, maximum
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the normalization was based on fuselage vulnerability
Table X-3 Burst Kill Probabilities for the Point 500i only.

Before Croisover on a 600 m Fly-By Patho Antiaircraft gun footprints previously published
from other programs show zones of zero probability

Tangential Pe•diction Linear Predicti•n about the gun corresponding to maximum tracking
rates and accelerations. These could be programmed

Rc 1 Iir Chbcr Ulibcr into the Litton simulation. The present program is
rde37 50 20 based on the assumption however, that the system does

S(Rournds/Se) 20 2 7 50 20 25 37 nriot lose the target at high tracking derivatives. Instead,
it lags by an amount depending on the derivatives. The

128 .78 .86 .94 .96 .97 .99 1.0 1.0 footprints shown were based on the inclusion of a
96 .96 .99 1 regenerative tracking assist for the servos which pro-

2 8 . .0 vided compensation for the first two derivatives. Since

96 72 .81 92. 95 95 .98 10 o the compensation is not perfect, the simulation doesIi show zero kill probability when the target passes al-
80 .67 .77 .90 .95 .92 .97 1.0 1.0 most directly overhead.

[ 64 .62 .72 .87 .93 .89 .95 .99 1.0 10.5 PREDICTION MODES

48 54 .6S .82 .90 .82 .90 .98 .99 A brief comparison was made of predictor modes,
on unaccelerated 'fly-by' paths and passing jinking

32 .42 53 .72 .84 .70 .81 .94 .98 paths with the 25mm gun. The predictors were
I) linear (i.e., no correction for acceleration).

16 26 .34 .52 16 47 .59 78 .88 2) tangential (i.e., updated for acceleration only to
present position), and 3) quadratic (i.e., complete pre-20871.541 diction for constant acceleration).

Figure W0-8 compares the linear and tangential pre-
dictors on an unaccelerated path. As expected, the
tangential predictor, with higher tracking noise ampli-

probabilities were higher, but the simulation indicated fications, is inferior. Figure 10.9 compares the same
two predictors against the jinking path. The tangential

poorer performance at long range. These results a predictor shows a more uniform performance, and is
shown in Tables X-7 and X-8. This anomalous result is
not understood and there was insufficient time to inves- superior over much of the path. Apparently it provides
tigate its cause. There are two possible explanations, a good compromise between reduction in bias caused
1) the band width of tracking error at long range is so by rn'aneuver, and increase in dispersion to cover the
nr than th ofuting ero atdon req is a residual bias. This is consistent with the analytic con-Ii narrow that the resulting aim wander requires addi- clusions of Section 5.7.6 of the AFAADS-l report.
tional dispersion to cover it. This would be provided

by the tangential prediction. The other explanation A comparison of linear, tangential, and quadratic
2) could be that a minor error remains in the filter prediction on the jinking path is shown in Figure 10-
programming. 10. The full quadratic prediction is apparently too

At the long ranges, the large caliber guns show a much of a good thing: it generates increased amplifi-
moderately higher burst kill probability than the cation of tracking noise out of proportion to the
smaller calibers, reduction in bias caused by maneuver.

This results from I) the shorter time of flight, and Note that when the target's mean crossing range was
2) the higher product of rate of fire times the proba- moved out from 600 meters (Figure 10-9) to 1000
bility that a hit causes a kill. For a particular data meters (Figure 10-10) the tangential prediction im-
point at (R,,,X) - (2400,2500) on the fly-by path with proved relative to the linear prediction.
the tangential filter, the burst kill probabilities for the
four calibers were compared. and an approximate For this set of runs it appears that against a mildly
correction for the rate of fire and target vulnerability maneuvering target a form of prediction intermediate
made to estimate the contribution of time of flight between linear and full quadratic is preferred.
alone. Figure 10-7 shows the comparison referenced to Whether the good performance shown in these runs
the 20im gun. resulted from the partial correction for path curvature

or from the increased dispersion generated by the

At this range and the low target altitude, the fuse- tangential filter would require additional runs and
lage presents a much larger area than the wing, hence analysis to determine. dn

10-5
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Figure 10-2. One Second Burst Kill Probability Versus Rate of Fire and Caliber

10. EFFECT OF AIRCRAFT 'BREAKAWAY' To get a visual impression of how the performance I
MANEUVER is improved by increased muzzle velocity, the I-second

burst kill probabilities for each weapon-fire point corn-
To examine the question of how long to fire after an bination at 3600 and 5000 f/s muzzle velocity are

aircraft has completed its attack run and has entered a plotted in Figure 10.13. 1
high-acceleration breakaway maneuver, simulation The gain is highest in the case of those weapons and
runs were made in which an aircraft approached on a data points where the lower velocity probability is
straight fly-by path at 300 m/s, then pulled away in a small.
climbing turn. 3g to the right and 2g vertical begin- i
ning 600 meters from midpoint, from a straight level Note from the table that the 20 mm weapon at 5000
path with a 600 meters projected crossing range. Re- f/s muzzle velocity is uniformly superior to the 37 mm
suits are shown in Figure 10-11 for the linear and weapon at 3600 f/s within the 2500 meter fire point. I
tangential predictors. For the first second of its pull up In the above computations the number of rounds per
the aircraft does not gknerate enough path change to b n the three c alio es w er o0 round 50
affect the burst kill probability with either predictor. burst for the three calibers were 100, 64 and 50,
The linear predictor degrades more rapidly than the respectively. If the high velocities were attained by
tangential predictor, which appears to retain some subcalibering as suggested in Section 8.2 it seems
capability for at least the first three or four seconds of unlikely that these rates could be maintained although
the breakaway maneuver. they would probably remain the same proportion,across calibers.

10.7 EFFECT OF MUZZLE VELOCITY An overall conclusion with regara to the relative
importance of muzzle velocity, rate of fire and caliber

The effect of increasing muzzle velocity was deter- cannot, therefore, be drawn from the muzzle velocity Imined by a series of simulation runs against the jink- results alone.
ing path for a crossing range of 1000 meters. Kill 10.8 EFFECT OF INCREASED TERMINAL
probabilities with one second burst were determined. EFFECTIVENESS
Results are shown in Table X-9, and the data points E
for the 20mm gun, which showed the largest percent A brief set of runs was made to compare the 25 mm
improvement are plotted in Figure 10-12. projectile with 10% and 20% high explosive filler. The

•_ 10-6
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Figure 10-3. Rate of Fire Relationship from Simulation: Tangential Prediction

only change was in the vulnerability function. In fact, findings of Section ,0.3. one wou!d then :xpect burstif it could be fired from the same gun, with the same kill probabilities to increase about in the ratio 1.3/I
drag coefficient, the 20% fill projectile would emerge at for probabilities under 50%. As Figure 101-14 shows
a substantially higher muzzle velocity because of its this is in fact the result generated by the simrlation.
lower weight, and then would decelerate more rapidly, If the expected higher muzzle velocity with thefor a net improvement in time of flight over the ranges lighter projectile had also been included, ptis the d
investigated. change in ballistic coefficient, it is believed that a

The path used was a jinking pass at an altitude of somewhat greater increase in effectiveness would have
300 meters, a minimum crossing range of 1000 meters, been shown by the 20% projectile.
and an average target speed of 300 meters/second, and 10.9 EFFECT OF AIRCRAFT VELOCITY
kill probabilities with I-second bursts were compared. If one computes I-second burst kill probabilities

The elfect of doubling the filler is to increase the kill with the simulation operating in the radar tracking
probability, given a hit, from 0.24 to 0.31. From the mode, one would not expect to find that the kill proba-

I _10-
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Figure 10-4, Rate of Fire Relationship from Simulation: Linear Prediction 20671-207A

bilities are very sensitive to aircraft velocity. Velocity best abscissa to use, for clarity, was the aircraft time
enters this computation, I) by changing the band- from midpoint at the open fire instant, and Figures 10-
width of the glint error, which at a given point in IS and 10-16 show the effect of aircraft velocity with
space is wider for higher velocities, 2) by causing the the two filters.
burst kill computation to be performed over a path
segment which increases in length with velocity. Since the highest single shot probability occurs close

to midpoint, the longer the segment of path included d
A large apparent effect is generated by the fact that in a I-second burst near midpoint, the larger will be

the simulation prints out results referred to the point the fraction of lower probability points. Hence, in both
of initiation of firing, whereas kill probabilities appear figures the probabilities for the high speed target are
to be principally related to the geometry at the time uniformly below those of the low speed targets. 1
the projectiles reach the target. The major effect of target speed is, of courn., one

A series of simulation runs confirmed the abovc total available firing time, and this is not shown by the
expectations. Mr. M. Ginsberg determined that the burst comparison.
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Table X-4. Foot Print Data for 25 mm Gun With Tangential Predictor on Fly-By Path

Crossing Range -Fie Po-t (m)

4m) 3000 2500 2000 I SO 1200 900 600 300 0 -300

0 037 082 124 198 277 361 S 469 00 O00

300 362
00 034 084 122 195 272 58 37 185 037 362

200 038 Owq- 134 216 292 422 702 483 352 428

300 042 107 152 247 333 488 834 717 580 524

400 6 123 172 280 377 560 853 ?91 703 602

500 05 138 192 310 415 617 845 816 681 579

600 056 152 211 337 448 638 826 800 681 5S4

700 061 166 227 358 473 635 795 760 672 521 3
800 066 177 241 375 477 620 755 703 643 516

3000 076 194 260 381 446 568 650 573 S45 381

120( 056 204 268 339 399 490 533 436 435 306

1400

1600 095 204 224 255 282 329 331 237 242 176

2000 089 157 165 176 ISO 199 190 126 111 086

2400 065 112 114 1I3 III 104 096 065 045 026

20N71-542
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Table X-5. Foot Print Data For 25 mm Gun With Tangential Predictor on Jinking Path

Fire Point (m)

Crossing Range

Im) 3000 2500 2000 1500 1200 900 600 300 a -300

0 Oil 030 052 124 175 353 474 395 008 116 A
100 Oil 031 061 142 200 356 501 229 087 261

200 012 034 07S 177 248 408 606 327 270 317

300 012 037 089 211 295 492 663 651 559 418

400 013 040 103 240 335 552 672 688 603 440
Soo 013 044 115 261 365 $79 649 655 625 412 "

600 014 046 125 275 383 566 618 610 559 377

700 014 048 133 282 379 534 579 571 535 352

800 015 049 139 277 355 499 533 534 491 360

1000 018 049 144 240 300 405 425 436 405 227

1200 013 045 134 197 247 319 323 330 320 173 1
1400 014 038 117 157 199 245 243 236 251 135

1600 013 028 100 122 157 185 180 159 192 110

2000 Oil 015 071 067 093 107 103 069 102 039

2400 010 009 046 029 050 062 065 033 030 010

"- - 20871-543 1

1
I

I
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Table X-6. Foot Print Data For 50 mm Gun With Tangential Predictor on Fly-By Path

Fire Point (m)

Crossing Ran..
im) 3000 2500 2000 1500 1200 900 600 300 0 -300

0 .047 .169 .244 .346 444 .693 .684

100 .059 .148 .230 .383 .517 .598 .713 .454 .103 .48

200 .053 .165 .282 .456 .522 .694 .880 .69$ .516 .59

300 .074 .167 .263 .417 .499 .670 .822 .789 .747 .68

400 .086 .198 .341 .481 .550 .750 .857 .888 .835 .755

So0 .080 .209 .291 .526 .571 .721 .885 .916 .823 .68

600 .104 .181 .346 .531 .6" .804 .897 .896 .846 .735

700 .082 .249 .375 .583 .690 .821 .864 -866 .794 .69

800 .088 .261 .377 .578 .683 .733 .814 .810 .789 .709

1000 .088 .274 .376 .590 .640 .686 .663 .768 .598 .59

1200 .105 .263 .407 .507 .627 .590 .593 .592 .547 .50

1400

1600 .111 .301 .359 .386 .402 .436 .488 .444 .373 .33

2000 .108 .243 .276 .296 .354 .328 .362 .374 .288 .257

2400 .136 .194 .179 252 307 221 .190 .207 .199 .14

20871-544

1I

I

: I 10-13



Table X-7. Foot Print Dota For 25 mm Gun With Linear Prediction on Fly-By Path

,Fire Point (m)
Crssing Range

(m) 3000 2500 2000 1500 1200 900 600 300 0 -300

0 02 0o 16 3A so 59 76 00 00 00

100 02 09 17 37 53 69 83 29 01 42

200 03 10 20 42 $9 78 85 43 26 67

"100 03 1I 23 47 66 85 91 78 86 90

400 03 12 27 52 70 90 95 91 93 92

500 03 13 29 55 "13 92 96 93 94 91

600 04 14 31 56 74 93 95 95 95 87

700 04 14 32 57 74 91 94 94 93 79

800 04 14 32 56 72 89 92 92 90 68

1000 04 13 30 51 63 81 83 82 74 46

1200 02 10 25 40 49 67 66 63 46 19

1400

1600 03 03 09 14 17 25 19 13 03 00

2000 00 00 01 01 02 00 00 00 00 00

2400 00 00 00 00 00 00 00 00 00 00

" - " - -- 20871.545 j

I1
I
I
I
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Table X-8. Foot Print Data For 25 mm Gun With Linear Prediction on Jinking Path

______lire Point (in)

Crossing Range -
P t

(M) 3000 2500 2000 1500 1200 900 600 300 0 30

1 0 00 06 10 06 10 37 60 49 04 04

100 00 07 II 07 12 43 80 so 14 45

200 00 08 13 08 14 48 84 SI 60 62

300 00 09 15 09 is 47 77 76 85 70

400 00 10 17 09 13 42 67 83 85 62

500 00 12 Is 09 II 33 S6 82 80 55
600 00 13 Is 07 09 24 44 77 74 76

1 700 00 15 18 06 06 17 30 68 64 36 -

800 00 16 16 04 04 II 18 56 55 21

1000 00 18 12 02 01 04 04 27 30 09

1200 00 19 08 00 00 01 01 08 09 03

1400 00 18 04 00 00 00 00 o0 01 00

1600 00 00 00 00 00 00 00 01 14 00

2000 00 00 00 00 00 00 00 00 04 00

2400 00 00 00 00 00 00 00 0 0 00 00

20871-546

I
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Table X-9. Effect of Muzzle Velocity and Burst Kill Probability

1 20 MM 25 MM 37 MM
I Lit

Point

(M) VM= 3600 VM= SOOO VM - 3600 VM = S000 VM - 3600 vv 5000

3000 00 .00 .00 .00 .00 .00

2500 .16 ,22 .18 .20 .29 .24

2000 .03 28 .12 .32 .29 47

1SOO .00 .13 02 .18 .07 .35

1200 .00 .11 01 .IS .os .28

1 9U0 .02 .21 .04 .24 .11 .39

600 .02 .29 04 .32 .As .51

300 .21 .57 ,27 .58 .48 .72

0 .23 .53 30 52 .48 .63

I - 300 .06 .25 .09 .24 .24 .33

I20871-547
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10.10 OPERATION OF SYSTEM WITH SENSOR surements at sensor loss and increasing time of flight
INTERRUPTION by adding the elapsed time since sensor Ios. Hence.

one would expect the prediction error variances to
One of the most interesting modes of simulation grow roughly as:

operation allows tracking data from a sensor to be
interrupted. The system then continues operation on
internally regenerated data. which replaces the missing 2 r- 1+2t )T (p+T22
sensor data until the sensor is again assumed operable. up 02  +2(t+T)/T/+2(t+T)2IT
This is a true simulation of a predicted fire system with
a regenerative element, and allows the determination (10.6)
of how rapidly the solution deteriorates depending on
which sensor ig lost, and for how long.

There is a rough similarity between operating on where t, - time of flight: , ' data smoother mem-
regenerated data, and predicting with the data me&- ory. and T is elapsed timefr.. ,msor failure.

10-24
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In fact the real situation is worse than this, since the red at 1500 meters, the points at 1200 meters represent
prediction literally goes off at a tangent with mean the degradation from one second of regent -ative oper-
slope determined by the stored rates. This generates an ation to that point and the average loss during the
increasing systematic error. The regeneration mode subsequent one-second burst. As expected with a 1.8
used in the simulation probably ameliorates the bias second smoothing time, the degradation at 1200 me-
growth slightly, since the recirculation of data points ters firing point is not great. However, the solution
superimposes a small dispersion as the stored points rapidly degrades thereafter. In these runs range loss
step through the filter coefficient set. was less serious initially, but the solution decayed less

However, one would expect the length of time for rapidly at small values when angles were lost and
which good shooting could be done on resenerated range was retained. The reason is unknown.

rates with all sensors blind, to be roughly comparable 10.11 SIMULATION OF 'FLY-THROUGH' MODE
to the data smoothing memory time, at short times of Many past fire control systems, and at least one
flight, and decreasing with increasing time of flight, current system (Falcon) compute leads using angular

Hence, with the 1.8 second filters, the only set used rates and an estimated range. Range is set short so that
in these runs, one would not expect the regenerated the target 'flies through' it, and it is hoped that at the
solution to hold up well after about 1.5 seconds. time of fly-through tracking will be good enough so

Simulation runs were made to demonstrate sensor that hits are obtained during the brief interval that
interrupt against a 300 meter/second target at a con- lead is approximately correct.
stant altitude of 300 meters and a straight fly-by path. A somewhat better fly-through system was simulated

Figure 10-17 shows range error, and rms miss distance in which it was assumed that rectangular target veloci-
versus time for 500 meters crossing range. 'Sensor ties proportional to real target velocities could be 7,

interrupt' designates failure of both angle and range generated without range data. That is, in theory at any
sensors. *Range interrupt' designates loss of range rate. feasible. System performance was then examined
only. Path midpoint is at 8.0 seconds. Figure 10-18 with a constant range setting.
shows the same data ror 1000 meters crossing range. To perform the experiment, a special modified
The gun was 25mm. model deck was put together. The deck did not use the

On the incoming leg the system performs well time of flight module. Instead, whenever time of flight
within complete sensor loss for two seconds, and the was required, a constant value (which was input in the
loss of range for two seconds at midpoint is almost data deck) was used. Three runs were made with fixed
undetectable. On the outgoing leg. where time of flight time of flights corresponding to ranges of 1600, 1400
has become large, a good solution is rapidly lost with- and 1200 m with the special deck. The system was
out sensor data. tested against an aircraft executing a jinking path with

To show the effect of sensor interruption on kill a minimum ground crossing range of IO00m against
probability, a 37mm gun with a 1200 rpm rate of fire the 25mm gun.
was chosen, for a 1000 meter crossing range fly-by It is remarkable that higher burst kill probabilities
path and a 300 ms target velocity. It was assumed that (see Figure 10-21) were generated by the simulation
I) range only was lost at a point 1500 meters along over an extended path segment with constant range

- the path from midpoint, and 2) all sensors were lost. setting than with continuous range input. The reasonu Both I-second burst kills probabilities, and the cumula- for this mysterious result is unknown.
tive kill probability from 3300 meters before to 300 Tmeters after midpoint, were obtained. The simulation also has the capability of reproduc-
m a m n r aing the performance of rate x time predictors with

I Figure 10.19 compares the burst kill probabilities constant range setting. but time did not permit this
a against the values with no sensor loss. It is remarkable mode to be explored.
that the simulation shows slightly higher probabilities 10.12 THE EFFCT O M ERROR$
with all sensors lost than with only range lost. Cumula-
tive kill probabilities over the engagement were 0.84 The effect of angular and muzzle velocity bias on
without sensor failures. 0.61 with range only lost at burst kill probability was determined for a series of
1500 meters, and 0.64 with all sensors lost at 1500 points on L constant speed constant altitutde fly-by
meters. path at 300 meters altitude and 300 meters/second.A cmpaiso ofburt kiIproabiitis ws ten Crossing ranfe was 1000 meters and the 25am Sun

made with the 25mm gun, a crossing range of 1000 system with linear prediction was employed.
meters, and various sensor failures at 1200 meters Table X-10 shows the simulation results. Figure I0.
before midpoint. Results are shown in Figure 10-20. 22 graphs the effect of azimuth bias, Figure 10-23
for one-second bursts. Since the target speed was 300 graphs the effect of elevation bias, and Figure 10-24
meters/second, and in each case sensor failure occur- graphs the effect of muzzle velocity bias.

10.23
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Figure 10- 17. Aim Errors with Senior Interrupt on a 500 Motor Fly-By Path

TIME

The resulu Are somewhat mystifying. Elevation bias servo lag, but at 1000 meters crossover, lag is not 3
is much more serious than azmuth bias, as would be expected to be significant.
expected. since the target has on the averag~e, a larger
lateral extent than a vertical dimension. However, a To compare the expected relative effects ofn nula
negative muzzle velocity bias of about 36 ft/sec is and muzzle velocity bias: from Equation (7.113) of"
indicated to be beneficial. One would expect muzzle Section 7, the angular error at the target caused by
velocity bias to behave about as azimuth bias near muzzle velocity bias V" is: 4
midpoint, and unfortunately only positive azimuth bias I
was run, so it cannot be determined whether one could E a 4Vb/Vo)(Vt/Vr)sin fl (10.7)
get an improvement with negative azimuth bias also.

There are no obvious characteristics of the intended where V, - target velocit , V. In muzzle velocity,
simulation program to explain the advantageous effect V, - remaining projecti e velocity and n - ap- 1
of muzzle velocity bias. Too low a muzzle velocity proach angle in slant plane. For the present case, this
causes an increase in lead which would compensate for works out as approximately (near midpoint):

I1~
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Figure 10-18. Aim Errors with Sensor Interrupt on a 1000 Meter Fly-By Path 20e71 221 ,

SE(mils) ý- .0.1 Vb(ft/sec) (10.8) A set of runs was made to demonstrate this capabil-
Hence, a `6 ft/sec muzzle velocity bias should have ity. A 25 mm gun system with 256 rounds on the

about the same effect near midpoint as a 36 mil mount was used. Fire rates of 64, 32 and 16 rounds
azimuth bias. The cosine of elevation angle is close to per second were used against aa aircraft executing a
unity on these low level paths. fly-by with a minimum ground crossing range of

100mm, a constant altitude of 300m, and a constant
10.13 FIRING DOCTRINE AND ANGULAR velocity of 300m/sec. Ten fire doctrines were used.
DISPERSION They are presented in Table X-I I and in graphical

By 'firing doctrine' is meant the specification of the rorm in Figure 10-25. In addition to studying the fire
open fire points and duration of fire of one or more doctrines, each fire doctrine was combined with five

I firing segments. The simulation has the capability of sets of dispersion parameters. Table X-12 presents the
accepting a designated set of these firing segments, and values of dispersion used. Table X-13 summarizes the
computing the target kill probability over the set, and results for the cases run as a function of ansular
then averaging across replications, dispersion.

10-27



101

C a

06 NO SENSORS LOST

1o I I

og

04 AIL SINSORS LOST AT 1500 METERS
37 MM GUN

0.7SNSR LOST~ AAT LS

13 RA0 AD ALE LOST A6METERS

02

02 1

oI I ,.

0

FIRE POINT iM) 0
20A7, 227

Figure 10-129. Effect of Sensor Failure on Burst Kill Probabilities

e0i -
-- NOSE NSOA LOST

L RANGE LOST

0.7 [0 - --- 0 ANGLE LOST1

(-,.)RANGE AND ANGLE LOST

0..

0.6

0.

• 03

o0 1

O REq i Pl O Wh # i l 20 9 7 1 2 2 3~

Figure 10-20 .Effact of Selects: Sensor Failuresl on Blurstl Kill Probabilitiesli

i ,~0.-281



0.9

~----- ~ FIXED RANGEOF 1400 METERS

0 7 0----- FIXED RANGE OF 1200 METERS

0-*----- CONTINUOUS RANGE

06

02

0/ -

0 2

01

IC
300 0 300 600 900 1200 ISO20 503000-IFsAS POINT (M) 20871 224

Figure 10-21. Burst Kill Probabilities in 'Fly-Through' Mode

All of these results were obtained using linear simulation generates (he highest burst kill probabilities
prediction. with 3 mils angular dispersion and zero muzzle veloc-

Since single shot probability is highest at midpoint. ity dispersion.
the kill probabilities are highest in the case or those 10.15 AN IMPRESSIONISTIC MODEL OF
firing doctrines which include midpoint, other consid- MANUAL TRACKING
erations being equal. However. in comparing Doctrines
5 and 7, both of which terminate at midpoint it will be In the absence of real tracking data with manualInoted that Doctrine 7. employing continuous fire, is tracking systems against aircraft on which to build a
superior. This would also be expected from an analytic realistic simulation, the simplistic model used in
solution: in the presence of aim wander it is better to AFAADS-I was again employed, using the radar glint
Aire a given number of rounds continuously over a model as a basic noise source. The model functions by
specified range band, rather than firing the same num- generating a lag which is a function of angular veloc-
ber in a series of bursts over the same range band. ity and acceleration, and the coefficients are those

U thisset ofconisistent with human operator tracking experiments
Fo t hisrou t tofb data, the best value of dispersion on low bandwidth signals. The noise variance from the

tuns outio ebout 4 to 5 mils. Although not investi- glint module is mlilied by a coefficient proportional
gated. it wudbe expected that still better results to the angular lag. TeresulIt is that the variance of
might be obtained by an elliptical dispersion pattern, tracking error probably varies about as in the case of a
10.14 EFFECT OF MUZZLE VELOCITY human operator. but the bandwidth is too wide. The
DISPERSION bandwidth could have been adjusted by choosing an

The lec ofmuzle eloitydiserson as lso appropriate combination of A and a. in the glint
The ffet o muzlevelcitydiserson as lso module, but this was not done because of the general

investigated for the target/path situation of the previ. imperfections of this representation. For a better a-
ous section, and the 23 mm gun. The linear prediction proach see Section 4.2.3. for which there was insul-

moewsused. A set of values of muzzle velocity cient time to implement.
dispersion was examined in conjunction with two val-
ues of an ular dispersion. The results are given in The results turn out to be interesting, however. TableI
Table X- Itand the one-second burst kill probabilities X-1I5, shows the input parameters, and Table X- 16
are plotted in Figure 10-26. For this parameter set the shows the I-second burst kill probabilities for the

10.29
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Table X-10. Burst Kill Probability as a Function of Bias Errors

I SC Burstb I

Bias Errorss ~- -
-,,,,, - -• • - •

Muzzle Z
Azimuth Elevation Velocity "4C t- A . I
(Mils) (miis) (filsec)

0 0 0 .71 .70 75 .66 .71 .48 .98 .94 1.00

2 0 0 .69 .69 .71 .66 .71 .43 .97 .94 1.00 3 1

4 0 0 .66 .67 .66 .65 .67 .34 .96 .92 1.00

6 0 0 .61 .64 .61 .61 .60 .23 .95 .89 1.0 0

8 0 0 .56 .61 .SS .57 .52 .14 .93 .83 .99

0 2 0 .61 .54 .66 .76 .65 .43 .94 .94 1.00

0 4 0 .45 .36 .49 .73 .48 .31 .82 .89 .90

0 6 0 .27 .20 .29 .38 .25 .15 .58 .74 .88

0 8 0 .12 .09 .14 .33 .08 .06 .31 .43 .60 I

0 0 36 .76 .74 .88 .70 .$5 .36 .99 .8 1.00

0 0 -72 .61 .61 .76 .46 .25 .13 .97 .63 .99

0-08 .35 .37 .43 .20 .04 .06 .77 .2s 84 3
0 0 -144 .13 Is .15 .05 .00 15 .36 .19 350
0 0 -120 .03 03 .03 .01 .00 .21 .Os .21 .28

0 0 -360 .00 .00 .00 0 .00 0 .00 .00 .00

209715.48
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Table X-1 1. Firing Doctrines Used

Open lire

Numb~er Distance Continuous/ Fire
Rale of Fire of Time* from Midpoint Noncontinuous Duration

(Rounds/Sec) Bursts (Sect (m) (C oF N) (sc)

1 64 4 6 1800 C 4

2 64 4 4 1200 C 4

3 64 4 2 600 C 4

4 64 4 6 1800 N 7 j
5 64 4 7 2100 N 7

6 32 8 10 3000 C 8 1
7 32 8 12 3600 C 8

8 32 8 16 4800 N is

9 16 16 16 4800 C 16

10 16 16 P 2400 C 16

"Relative Time: 0 = Crossover; * Before Crossover

20871-549

1

i

I

I

1'
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Figure 10-26. Comparison of Burst Kill Probability with Specified Angular and Muzzle Velocity Dispersions

25mm gun against a 300 meter/second target at a ated tracking noise is of small magnitude and smooth. The
crossing range of 1000 meters. As expected the lags of large lag associated with small K, is removed by the regen-
the simplistic 'manual' system drastically reduce effec- eration, for a net overall improvement. This may not be 4)o
tiveness. When, however, the tracking loop is closed unrealistic a representation of a human operator with regen.
with regenerative aid, the 'manual' system performs erative tracking, even though it is a makeshift at this time.
better than the reference 'radar' system. A similar
effect was noted in the AFAADS-i simulation which 10.16 DIVE BOMBING TARGET
was much simpler. A series of simulation runs was made with a target

path representing a 'pop-up' and dive on a target near
A possible explanation is that the algorithms make the the gun. Two dive angles, 450 and 300 were employed.

noise varianse of the glint model an increasing function of For the 45- case, the target pops up to an altitude of
K., as is the bandwidth. For relatively low K. the gener. 3000 meters, makes an approach pass of 8 seconds

II
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Table X-1 2. Dispersion Values Used sponding 30° dives. On these paths the aircraft was

assumed to have a 'free-maneuver' bomb sight so that
it could come 'down the chute' jinking until the mo-

Muzzle ment of weapon release, when it was pointed at the
Angular ispersion Velocity ground target. For reference Path 2c was a repeat of

Dispersion Set Litcral vertical Dispersion 2a without jinking. Table X- 17 summarizes these cases.i No. (mils) (muig) (m/Iec)

I 1 0 These turn out to be interesting paths for system
2 2 2 0 comparison because they are difficult for the defender.
3 3 3 0 The attach path segment lies beyond about 1600 me-
4 4 4 0 ters and begins at greater than 3000 meters. Typical
5 5 S 0 variations of aircraft range and velocity with time are
6 6 6 0 shown in Figures 10-27, 28, 29 and 30.

20871-550
The first result, as shown by Tables X- IS and X- 19

and Figures 10-31, 32 and 33, is that high muzzle
ducation, then breaks away at 5g. In detail, the velocity helps a great deal. A second result, shown by
breakaway consisted of a Sg vertical acceleration for Table X-20 is that linear and quadratic are inferior to
one second, then a combined 3g right turn with 4g tangcniial and 'defense of a known point' modes
vertical acceleration for a vector 5g total acceleration. against the jinking target. A third result, shown by
Paths la,b, were for 450 dives with minimum aircraft Table X-21 is that jinking is of considerable benefit to
altitude of 1000,2000 meters. Paths 2a,2b were corre- the attacking aircraft.

I Table X-13. One-Second Burst Kill Probability as a Function of Angular Dispersion

AnguL- Dispersion (milt)

Fire Doctrine

Number 2 4s

.2 71 .87 90.87
2.52 ,87 .96 .97 .97 °

3 .58 .89 .96 .97 .97I

4 .49 .85 .94 .95 .94

5 .42 .79 .90 .92 .91

16 .22 .66 .81 .84 .81

7 .50 .84 .93 .95 .93

8 .30 .62 .77 .80 .77

9 .37 .68 .79 .81 .78

tO .37 .68 .80 .81 .79

20871-531
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Table X-14. One Second Burst Kill Probebility as a Function of Firing Point and Dipersion

Angular Dispersion .5 Mils Angular Dispersion 3 Mils

01V (M/Sec) OVo0 (MISeC)

Fire%
Range I

(M) 0 S 10 is 30 0 5 10 IS 30

3000 0 0 0 0 0 .03 .03 03 .03 .03

2500 0 0 0 0 0 .13 .13 .13 .12 .10

2000 0 0 0 0 .01 .28 .28 .27 .26 .20

1500 .01 .01 .01 .01 .01 .51 .51 .49 .47 .37

1200 .10 .iI .II .11 .10 .65 .64 .62 .58 .46

900 .26 .27 .28 .28 .24 .72 .71 .70 .67 .56

300 .50 .52 .54 .53 .48 .83 .82 .81 .78 .67

0 .44 .46 .46 .45 .39 .83 .82 .79 .75 61

•300 .17 .18 .19 .18 .15 .58 56 .52 .47 .34

20871-S52

Table X.16. Simulation Parameters for Manual Tracking Modes

SRate Regenerative Control
Parameters Rate Aided Aided Case

Tracking Tracking Tracking Radar

,C 5.0 10.0 10.0 500.0
Ks 99999 4),C) 10.0 90.0

iL25.0 I 25 251 .00
TR2.0 2.0 2.0j 2.0

X 3.0 3.0 3.0 3.0
Regeneration No No Yes Yes

r 20871-553
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Table X-16. One-Second Burst Kill Probabilities With Simulated Manual Tracking

Rate Regenerative Control
Fire Point RIte Aided Aided Can

(M) Tracking -p )L". Tracking Radar

3000 .00 . .07 .04

2500 .00 .A .19 .13

2000 .01 .02 .39 .30

1500 .00 .01 .63 .51I I

1200 .00 .02 .16 .63

900 .02 .12 .83 .81
600 .03 .10 .S9 .83

300 .06 .19 .86 .82

0 .12 .20 .30 .74

-300 t10 .37 .60 .46

2087.1-554A

simulation, as compared with the simpler AFAADS-I
Table X.I 7. Major Path Parameters simulation was not appreciated until late in the con-

- - ___ tract effort when it became apparent that individual
program module verifications at selected points were -

Minimum insufficient to validate the complete simulation.
Dive Ground Clearance Jinkins

Path AnSle (M) Included A preliminary outline of the check-out procedures is

Is 45° 1000 yes
lb 450 2000 Yes a. With zero tracking error, zero servo lag and no
2& 300 1000 Yes regeneration lag correction as inputs, operate
2b 30P 2000 yes simulation against level constant velocity target
2c 300 1000 No path. Print out miss distance. Miss distance

20871455 should be zero to several decimal places at each
point, Verify all prediction algorithms in this

Although the individual one-second burst kill proba- mode.
bilities shown in these tables are low, they cumulate to b. Repeat on straight line dive path with accelera.
effective values if the weapons have enough ammuni- tion along flight path equal to 6 sin 0. Miss
tion on board to fire over the whole attack pan. distance should be zero because of the dive.

This set of target paths, the last examined in the acceleration algorithm.
present effort, turned out to be the most discriminating c. R at on level path with constant horizontal
in terms of' defense system characteristics rate of turn. Miss distance should print out zero
10.17 PROPOSED CHECK-OUT PROGRAM with quadratic algorithm.
PACKAGE FOR SIMULATION d. Repeat on straight line dive path through de-

The following check-out program procedures for the fended point with accel, stion along path sin
simulation should have been implemented ab initio, 9. Miss distance should I rint out zero for defense
but their absolute necessity for the present complex of known point algorithm.

10.39
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Figure 10-27. Velocity Profile of Path la

NOTE: These four tests validate both the filter f. Input spherical target with I meter radius. Set in
coefficients, and the prediction algorithms, tarpet path as horizontal circle concentric to gun.
which, together involve time constants to up- Using quadratic prediction print out I-second
date smoothed derivatives and position as func- burst kill probability for specified set of lateral
tions of smoothing time. These terms have been and vertical angular dispersions and muzzle ye-
a repeated problem as new programmers move locity dispersion. The exact re~sult is easy to
on and ol' the project. Continuing with zero compute by hand and the simulation result is
tracking error, compared with it.

e, With level. oonstant velocity tarpt path, set track S. Repeat (6) with specified angular dispersion and
error zero and activate sensor laS and regenera- set specified lateral, vertical and muzzle velocitýy
tive correction modules. Miss distance should biases. Print out onc-second burst kill probabil-
print out very close to zero except at very short ity. This result is easy to hand compute and
rang". check.
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10.13 GENERtAL CONCLUSIONS by the short, constant smoothing time or i s

The resnt ittn smultio prvids a exremly ew~nds used in all results presented. A signifi-The resnt itto siulaion rovdesan etreelycant extension or effective ranpe can be expected,versatile tool for supporting &.he analysis of predicted if smoothing time is made an increaising functionU
fire Aystems. Its major drawback is ;he lack of a pro- of slant range. The increase need not be direc~tly3
gram check-out package, as previously described, proportional, and the tunctionsil form can be

Allowing for the possibility of a few minor residual estimated by a combination of analysis and
programming imperfections, which may have affected simulation.
some of the results presented in this section, someI
general conclusions regarding systems, based on these In order to accomplish this functional variation,
results, can be developed as follos: the referable method is probably to use a recur-

sive r rather than finite memory set or data
a. The performance of all systems simulated was smoothing filters.

indicated to drop off rapidly with increasing time
of flight. The time of light effev is compounded o- b. Increasing weapon muzzle velocity has a high

prpri0a,.d42 ucioslfrmcnb

Allwin fo th posiblit ofi fw mnorresdua esimaed y acominaionof nalsisan
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Figure 10-30. Range Profile of Path 2b

0i

Spayoff against even moderately maneuvering tar- sign optimized at much higher values, but were

gets. However this interrelates with rate of fire always associated with low kill probabilities.
and caliber and all design tradeoff's must be

SIconsidered in choosing the preferred set of e. In order for a system to maintain effectiveness
weapon design parameters. after loss of one or more sensors. the data •

smoothing time must be about equal to the time
Sc. t sortranestheweapns ankin he rde ofof desired blind or partially disabled operation.

c Atrl smhortn ranges the ewpepted ran inmprordee
rate of fire x probability of a target kill, given a Vaiabe eecinssmoothing atiern-epeted toimrov
hit, if muzzle velocity is held constant. th fetvnsifti lent oe

::• Regarding the simulation results, it appears that
• d. No simulation results were obtained indicating much can be accomplished to develop scaling relations,
Sthat singular dispersion& in excess of 5 mils were which allow a given set of results to be extended to

Sdesirable. In those cases where programming other sets of parameters. This can econonmize computer
•V ~~~errors caused faulty prediction, anurdip- running costs. and more important, it allows a largeS10-43
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Table X-18. Burst Kill Probabilities With Linear Predictor and 3600 F/S Muzzle Velocity

2SMM 37MM

Path I Path 2 Path I Path 2

Time b a b a b a b

5.0 .00 .00 .00 .00 .00 .00 .00 .A0

6.0 O0 .00 .00 .00 .00 .00 .00 .00

7.0 .00 .00 .02 .00 .01 .00 .07 .00

8.0 .01 .00 .00 .00 .4 .00 .02 .00 3
9.0 .01 -00 .02 .00 .02 .00 .09 .01

10.0 .02 .00 .01 .00 .09 .00 .24 .05

11.0 .00 .02 .10 .00 .00 .03 .17 .00

12.0 .16 .02 .00 .00 .22 .07 .01 .00

13,0 .06 .00 .00 .00 .13 .00 .00 .00 5
14.0 .00 .00 .00 .00 .00 .00 .0 .00

20871-S56 I
Table X-19. Burst Kill Probabilities With Linear Predictor and 5000 F/S Muzzle Velocity

25MM 37MM

Path I Path 2 Path I Path 2

Time a b a b a b a b

5.0 .00 .00 .01 .00 .00 .00 .01 .001

C.O .00 .00 .01 .00 .01 .00 .08 .00

7.0 .01 .00 .06 .00 .08 .00 .08 .00 1
3.0 .04 .00 .04 .00 .03 .02 .13 .00

9.0 .03 .00 .10 .00 .07 .00 .19 .02 II
10.0 .10 .00 .25 .00 .12 .03 .44 .03

11.0 .01 .02 .14 .00 .04 .04 .20 .00

12.0 .10 .07 .02 .00 .20 .13 .03 .00

13.0 .12 .00 .00 .00 .16 .00 .00 .00

14.0 .00 00 .oo .00 .00 .00 .00 .00 1

10-44 
20871-537
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Table X-20. Effect of Prediction Mode on Burst Kill Probability

Defense of

Time Tangential Linear Quadratic Known Point

5.0 .03 .00 .00 .06 3
6.0 .01 .00 .00 .06

7.0 .01 02 .00 .06

8.0 .05 .00 .01 .03

9.0 .04 .02 .02 .03

10.0 .10 .01 .04 .05 3
11.0 .02 .10 .01 .03

12.0 .01 .00 .00 .00

13.0 .00 .00 .00 .00

14.0 .00 .00 .00 .00

PATH 2a. 25 mm GUN. Vo - 3,600 FIS .
20871,558A

II
!
I
I
!
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Table X-21. Jink Effects on Burst Kill Probability

Prediction Modes

Tanlen tial Linear Defense of
T angentialLinearKnown Point

File Path Path PNth Path Path Path
Time Za 2C 2a 2c 2a 2C

5.0 .03 .01 .00 .00 .06 .05

6.0 -0t .05 .00 .00 .06 .07

7.0 .01 .06 .02 .00 .06 •10

s.0 .05 .0o .00 .00 .03 .14

j 9.0 .04 ,08 .02 .00 .03 .12

10.0 .10 .09 o01 .02 .05 .15

31.0 .02 .08 .10 .18 .03 .09

12.0 .01 .00 .00 .01 .00 .00

13.0 .00 .00 .00 .00 .00 .00

14.0 .00 .00 .00 .00 .00 .00

20871-559

number of simulation results to be concisely summa- This is a middle ground between simple analytic
rized in terms of combinations of parameters for approximations and rather detailed sim,,lation results,
easier comprehension. and it can be developed to provide a tool which is

superior to either analysis or simulation alone.

1I

•-.. 10.49/10-50



I

t SECTION I I
SUPPORTING ANALYTIC TECHNIQUES

This section reports some of the analyses done to large number of samples of path, which properly
complement the simulation effort. An object of a part accounts for serial correlation of aim, provided that
of this effort was to develop a deterministic mode for aim wander' is correctly expressed and averaged.

. the simulation as opposed to the present Monte Carlo Single shot probability can also be expressed as a
mode. Limited time did not allow this objective to be function of slant range instead of time, in which case
achieved. It seems probable that unless drastic simpli-
fications are made in the model, such a mode would
require about the same amount of computer time as Dp2
the present formulation. On the other hand, there E = vf Jp(Dp)IDIp dDp (11.3)
seems to be considerable potential in devising simple fDp
analytic models which match the simulation results
over a limited range of situations.11.1 ANALYTIC EXPRESSIONS FOR BURST and we are performing the integration in terms of

E PREION BUTY target time' rather than 'trigger time' so that theAND ENGAGEMENT KILL PROBABILITY doppler effect of projectile arrival at the target is
It has been found helpful to have simple approxi- properly included.

mate analytic expressions for kill probabilities on some If range passes through a minimum and then in-
of the simpler target paths employed in simulation creases, the above integral is divided into two parts. up
runs. This provides insight as to how the generated kill to midpoint (D,,) and past midpoint.
probabilities are likely to change with parametric vari-
ations, and serves as a gross check on the simulation 11.1.2 Straight Line Path Expressions
program. Suppose that the path is a straight line, so that weI

Some of these results are developed in this section. can change the variable of integration to distance
They are presented for unaccelerated target paths, but along the flight path measured from midpoint. This
can be extended in a straightforward fashion to con- distance, x, isf stant acceleration paths.

Referring to Figures 10-3, 10-4, and 10-5 of Section
10, it will be observed that in spite of the many
parameters and functions processed in the simulation, Xp2 . D 2_-D2 (11.4)
the results can be summarized in simple form over a P" p m
wide range of parameter variation. This suggests that a
few parameters dominate the results, and give some Now

,I advance confidence in the feasibility of obtaining ade-
quate analytic approximations for the simpler situa- dxp/dt = -VI1 +(dtpIdt)i (11.5)
tions. p

11.1.1 General Formulation where

On a specific course, suppose that single shot proba-
bility has been determined as a function of time. There V = target velocity and tp = time of flight.
is no restriction at this point on whether successive
rounds are or are not correlated. If firing is conducted Also
at a constant rate v over a time T, the expected number
of hits is dtp/dt - (dDpldt)/vr (11.6)

p - _ p(t)dt (11.1)
:o where

and the probability that the target survives is vr - projectile velocity at D . Then

(D1)ppI =.Dp/(XpV) - (vr)' (11.7)

In the most general case, one would average * over a

I1-
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and the expression for E becomes Perforning the integration

Dft1 2 &'A2  11202 i /

E/" - j n II pl( : 0V)J p(D )dDlE V 1 2 0 2 D(a 1. D 2)U2,2 , 204D J

I1. 12) P

Di 2

- f IDp,/(xpV)l p(Dp)dDp

and if the target vulnerable area is very small com-
.Dp Ppared with the dispersion pattern at closest approach I

+fp [p(Dp)/vJr dD (11.8) so that:
Dp2

a2 22 < D< 2  (11.13) 1

The third term accounts for the doppler "ffect on I
projectile arrival time at the target. If the system fires
through midpoint and the first ind last rounds reach E = (Va2 6)(VD m2) a 0 tan-i xp/Dm
the target at D,2 - D,,. the doppler term vanishes, and

(11.14)

E t 2/)Dp 1 (Dp/Xp) p(Dp) dDp (11.9) 1
m The angle e is the angle swept out by the gun while

firing up to midpoint. It has a maximum vAlue of (f/2).

11.1.3 Some Speclal Cases In Closed Forn."
The integral can be evaluated in closed form for a

numbei of sDecial. but interesting cases. For example. This expression can be used to obtain the measure of

aume that the system has a constant angular variance 'Kill-secords' used in AFAADS-I. 'Kill-seconds' was
of prediction error. ow and that successive rounds can there defined as the simple summation of single shot
be considered to be uncorrelated. Then kill probability taken at unit intervals, over a long

firing pass. One of the simulation results was for zero
tracking error and the following numerical parameters 1

p(D a2/(112+202Dp) (1.0)a - 1.0 meter

V - 310 meters/sec

where H - 250 meters altitude

Av i1a2  Rý. - 200 meters

a, - 4 mils

In terms of xp, Setting Y - 1.0 in Equation (11.12) and computing 4
E. one obtains (on a six-inch slide rule)

Xp( E - 0.85 (kill-seconds)

E ( o p(xD..)d (11.11) The simulation results was
0

E - 0.8632 (kill.seconds)

11-2
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11 ¶1.1.4 EllipsoMidal Target The variances of prediction error can be partitioned

We can extend the above computation to the case of into components which are constant during a burst, but

an ellipsoidal target, with area A, - ir a! head on, and random across bursts, and components which can be
- adeo.Thn considered random between rounds. From the indica- .1tions of Figure 10-4, one would not go far wrong in

_2 2 2 assuming that for bursts of more than one second
p Xp IDm a 2 ) Din /Duration and linear prediction, the bias component is

negligible.
Assuming that the target is small compared with the The prediction error variances can be approximately

shot pattern to keep the algehra within bounds, and detailed as
performing the integration, we find that

2 2 22 +P 0 tp+(Ts/2)12

E =2 I(a 'a%)sin0cos0+(as +af )0O
2V 02 Dm Where o'0 is the variance of present position error.

and a, is the reulting variance of velocity error. a%'
( 1.16) can be obtained from 0o' and T, from the filter coeffi-

cients, or graphs such as those presented for least
and so if we fire the whole course we get the same squares finite memory filters in AFAADS-1.
result as before if we replace the ellipsoidal target by a The resulting expression does not integrate easily,
circular target with area equal to the mean of the front but a workabie expedient is to exoand p,, as a series in
and side areas of the ellipsoidal target. x.. As an example, consider the case of a circular
11.1.5 Hits on the Wing target. 'circular' round to round dispersion, but track-

ing error variances which differ in the two coordinates.
The integral can also be evaluated to include the Then the denominator of p, can be expanded as a

wing, assuming that the projected wing dimensions are series in y. where y - x,/D,.. One then obtains,
small compared with the shot pattern. Represent the retaining terms up to 9,
wing as a horizontal flat plate of area A. - v a- 'The
projection of the wing onto a plane perpendicular to E ' dy
the trajectory will have a projected area E A + By + Cy(.21)

AwH/Dp (11.17) and for a long pass course

where:

H target altitude, assumed constant. The result E - 2M/QI/ 2 tan" (QI/ 2 /B) (11.22)
of the integration for the wing alone is

where M,A.BC contain various combinations of pa-
SE=(vaw2 H sin 0)/(V o2D 2 ) (1.18) rameters as determined by the expansion, and

11.1.6 Improved Function for Singlo Shot Q - 4AC -B 2  (11.23)
* IProbability

For one of the AFAADS-i simulation runs, theThe single shot probability function can be further previously given numerical values were used, and in
detailed by considering the component of prediction
error resulting from tracking noise and allowing both addition, aU2 - 25 meters and a,.

2 - 0.36 meteri,
S the tprget and the error probability density functions with T, - 0.40 suconds.
to be elliptical. Using a coordinate system along and A slide rule computation for E with Y - 1.0 gave
prpendicular to the target path in a plane perpendicu-
ar to the trajectory (which is assumed straight in this E , 0.08

approximation): and the simulation result gaveI VE - 0.09toO.11
pit ... . . ... 2 The slide rule computation was done using a con-

2" 2 2 1/2 2 2 2 1/2 stant average projectile velocity. However the variationI Au 2(OuD)* 2 0p ,* 1 s1% + (0,D)" 2 0p ,"
of time of flight with range could have been included
in the series development, and might have improved

(11.19) the agreement.

"11-3
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Time has not permitted the comparison of this I
approximate method against the more complex model- Table XI- 1. Solutions for Burst Kill Probebility
ling of the present simulation, but useful agreement is
expected. Parameter

11.1.7 Computation of Burst Kill Probabillty Case y
Inoluding Aim Wander Arbitrary p 0 -I E"A -)

The remarkable simulation results displayed in Fig- " " " I _

ures 10.3 and 10-4 suggest that for the system and
noise parameters and algorithms represented in those - )/, 0'r

results, single shot probability at any point in the I-- p
defense volume can be written simply as: lnr.ter •

F I
Isa f(Dx). CIXY (11.24) )

where r(D.x) is a term depending on the target posi. 1/2 2

tion at the instant the projectile reaches it, X is a [L L2/2
constant over the whole defense volume and depends
only on the prediction algorithm, and 'y' is a variable
which is constant during a burst, and randomly distrib-
uted across bursts, with a circular, normal probability - X2
density function and unit linear variance. <<

Then at least for the case of a one-second burst, the
target survival probability is, averaged over y, -07 3

20871.560

f fe-eo Y d(eY);E" nf;n-number Of rounds I
0 If agreement with the simulation is still obtained at

this level, the effect of those target maneuvers which
(11.25) can be expressed as a constant target acceleration

during the smoothing time and the burst length, can be
If this computation, f(Dx.x) would be computed from handled analytically.
an expression such as Equation (11,19).

Equation (11.25) can be expressed in terms of the In the case of an unaccelerated target, one w'ould

Incomplete Gamma Function. However, for integer expect the effective value of A, as observed on the
Incomplete G amma simulation to reduce to zero as the burst length is
values ofw n ' I/k. it assumes a much simpler form, as increased to several seconds, and this should be deter.show.n by Table XJ-I. mined by additional simulation runs.I

These results only apply to unaccelerated target mla
paths. and the degree to which the observed constant X 11.1.8 Summary
can be assumed to hold if ammunition dispersion, for
exam le, is varied from the 3 mils used in the refer. Once it has been debugged, the simulation provides
encedsimulation set. is not yet known. However, by a fairly authoritative representation of the interactive I
comparing E. computed from an expression such as effects of all of the time varying parameters of the
Equation (11.19) against the value which fits the antiaircraft predicted fire problem. It has the unique
curves of Figure 10-5, one can determine how much of advantage of operating with irregular target paths
the complexity of the simulation contributes only sec- which are impossible to work in a reasonable amountnd order lexicts, of time analytically. However, there are many advan-

tages in havmn; an independent analytic confirination
One can also compute an estimate ofA directly from of the simulation results against simple target paths.

the noise autocorrelation and the prediction algorithms not the least of which is that the parametric interac-
using Tappert's method. If this agrees with the value tions are more transparent in an analytic formulation.
obtained from the simulation, the analytic method can 3
be used to estimate the effect of parametric variations It should also be noted that the relatively minor I
in advance of simulation runs, including various bias effect of aim wander in the simulation results was the
errors and other dispersion values, result of the excellent radar tracking characteristics

11.4
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assumed. One would expect qualitatively different re- MJS ; 2s
suits with an accurate simulation of manual tracking. () 2e (11.6e)p(s)= -.- 1(11.26)

IA2 ;A-i 11.2 COMPUTER GENERATION OF NOISE
SEQUENCE WITH SPECIFIED and its differential equation form, resulting from theAUTOCOVARIANCE

TCLangevin equation

The general problem is that of representing a con- i+ai+bx - It
tinuous system (linear) with both deterministic and
stochastic inputs by a discrete model. Satisfactory artlett the pM representation can usually be obtained by taking the
sampling interval small enough; here we consider what equation and its differential equation form, resulting from
is involved in using a large sampling interval (com- the Langevin equation
pared with some of the system time constants) and X(t+2h)+ Ax(t+h)+ Bx(t) -(th) (11.27)
attempting to obtain an accurate representation of
system performance only at the sp po which would have the same autocorrelation, and he

showed how to obtain the coefficients and J.
The low frequency response of the system as it

responds to the deterministic part of the inpu: is Further comments on Bartlett's paper are given inS obtained in terms of the derivatives of the input. Jenkins and Watts." Krut'ko0` discusses the general
which for the present problems are known and will problem but it is not clear to this writer that his

not be discussed here. method is correct (i.e., exact) except for the simplestcase.

in the case of the stochastic component. input noise Both Mehra' and Jazwinski provide a straightfor-
is preferably represented as the output of a linear ward method of obtaining the desired result, and it is
system with time varying coefficients excited by an their method which is outlined in this paper. Their
uncorrelated random sequence (normal) with unit vari. method allows the computation to be performed for
ance. The state space differential equations are then to time varying systems; for sim licity only linear non-
be replaced by difference e uations and the original time varying systems are considered here.

noise sequence by a modified noise sequence such that We note, en passant, an ingenious and different way
the system variance matrix at the sampled intervals for of generating an error sequence with a specified auto-
the discrete model is identical with the result obtained correlation, by Dziwak.'
by sampling the variance matrix of the continuous

S system. 11.2.2 General Solution

The continuous process is defined by
Except for a singie output variable with simple

exponential correlation the exact result is complex, and dX z F X dt + G d3 (I 1.28) 4
"I probably requires more computations than simply re-

ducing the sampling interval. Probably for this reason wFs
the methodology ir not prominent in the literature. It is where X is an n vector. F is an n x n matrix, G is an n

nevertheless outlined in the following paragraphs. process with:

11.2.1 Problem Formulation <do do T > a Q dt (11.29)

The ?roblem was probably first defined by M.S. The general solution allows F, G and Q to be time
Bartlett, who was considering the problem of specifi- varying, here we assume that they are constant for
cation of continuous time series by their autocorrela- simplicity.I tion functions, when the autocorrelation functions are
computed (as is usual) from samples of the basic If x(t) is sampled at intervals A. the sample se-

quence can be described as generated by the difference
process, equations

The special case he examined was that of a system X(j+I) - (j+l J) X(j) + w(J+l) (11.30)
with autocorrelation



~.1

where the state transition matrix ( Q + I j) is obtained where

as the solution of

d(u/dt a FO :I(O) a (11.31)
Solving

andt is C(S). 11 012 aI 0 0012

Then the sequence wj+ I) is obtained from 1 1

-1 L2 2 a 021 022
w(j+l) a 0 s)G(i) d (11.32)o ~( 1 .37)

anod

<wO+l) wO+l)T> f 11 (s)GOs)Q(s)GTls) 4tT(s) ds e(s) 0 "0Se'

( (11.33) O'2eals-e22 * 2 (1

11.2.3 Example

The transfer function of the system of interest is:

x2(t) (11-34) In the general expressions take Q = IG Nal [I I1
x2 (I +sTIXI + sT2) (1134)

(11.39)

Where xo(t) is loosely specified as 'white noise' with
bandwidth greatly exceeding that of the system. and Write:

specified intensity N2  A(s) 0(1401

This expression can be rewritten in the stat. space AsB(s) B(s)1form. ()Bs ~

Then:
T i t 1 + X I II x 0 j

T 2 i 2  + x 2  x ( 1 1 -3 5 ) 1 1 o f I I , 1 . [ A~ A I 0 A Mu A, ( A 0• t * I •A • i t " I.••"

.•, 0 l.x l LA,.I Auu,-,4., [Au, 2,.1 I J2J,LxA -114"11 [0A III "Ak A

+ 
% 2.11 • [ q A 4 A " A N

U2 0 [00] 4A 'lAB '1A 'qAD tq

(I i.36) 111411

11.6



We are really only interested in x2. Eliminating x, from

<[wl + 1)) 2 > - N2a 12 qA the above expressions, i.e.,

S <wl + 1) w2(J I)> = N2a12 qAB)

xl(J+ 1) = A(A) x 1(J)+wI(J + 1)

< Lw2(J+ I)]I> N (qA " 2qaB +q+) ) = [Aa)-B~a)]x 1 o)

(11.42)II+ 1B(A1)x2(j) +w2O + 1)
To shorten the notation set

N2al = o 12 (11.43) 1.46)

we obtain:I
Since<wlP l)Wk(j+1+m)> <= 0o m 0 O, we x2(J+2)-(A+B)x 2(j+ 1)ABx 2 0) w2(j+2)

S ca genc+at ) wi as

ca g- 
A w20 + 1)

F =+(A'B) w1(j+ I)

[w:L'(. + 1' _Lc21 c2 n2J el I

(11.47)

(I 1.44)
The noise sequence on the right, as long as we are

only interested in x2, can be simplified. As developed, it
where n,.(j%) are zero mean. unit variance. uncorrelated depends on two independent unit random sequences n1

sequences and the preceding expressions allow the c. to and n2. Let it be replaced by

be solved in termns of the q. Since there are only three
constraints, any one of the q, can be taken as zero. it is vY) = b2n (j + 2) + bln(J + 1) (11.48)
convenient to set c12 - 0.

e d e and match the autocovariance of the v sequence to thatj- The desired discrete algorithm is then derived from the w sequence.

The values of b, and b2 have been worked through
r0 1 A(A) 0 1 0 but the process is tedious. The final expressions are

complex, compared with the easy case of a single
"J [exponential term in the autocorrelation. on the other

( + I A(a) - B() x20) hand they have, as might be expected, a considerable
amount of symmetry which somewhat ameliorates
their complexity.

11.2.4 Comments

+(11.45) I n general, we will be interested in more compilex
systems than that defined by the above example, which

w +is only one step above the simple exponential in com-S| plexity. The closed form solution then becomes unman-

ageable, unless one makes a hobby of it. For a time
" varying system the state transition matrix is less likely

j This generLtes both x? and x, at the sample points. to be obtainable in closed form.
• • i1-7



The point of Mehra's paper, however, is that if one will not be discussed here. Of particular interest is the
is using a computer, one may as well use the computer fact that the state space formulation allows the joint
to evaluate the various integrals numerically, and if probability density function for the aim points of n
one does this the algebra vanishes and one is only rounds to be computed simply.
concerned with the computer time. It is an open ques.
tion whether this is more economical of computer time In the following development, which is for the pur-
than simply obtaining a good approximation to the pose of structuring the analysis, it is assumed that the
continuous process by closing the sampling interval, system difference equations are based on an interval

At any rate, the simulation designer may remain between points exactly equal to the interval between
aware of !L-e fact that he may consider the Mehra- rounds. The extension to other firing rates is a minor
Jazwinski (Kalman) method as an option to small problem.
sampling interval in designing his simulation. 1S

11.3 INTEGRATION OF KILL PROBABILITY WITH Write the difference equations for the system as used
STATE SPACE FORMULATION OF SYSTEM DY. on the simulation in the state space as:'

Almost all of the published work on optimum filters. x(k+ 1) = 4(k)x(k)+ r(k)w(k) (11.49)
including Kalman filters is based on minimizing the
variance of system error, or some other quadratic
function. The criterion: probability of killing a target
with a -. f n rounds distributed over a time T. where the x(k) are column vectors. 0(k) describes the
canno, )structec 'y linear operations on the system dynamics and r(k) describes the way in which
varianct .he system, and minimizing the variance white noise enters the system. If noise at any point of
of prediction .rror does not necessarily maximize the entry is non-white an additional expression is adjoined
probability of killing the target. to the system equations to generate the desired I

autocorrelation.
ihe state space formulation of the system dynamics

does allow the computation or the probability density This discussion concerns only the 'non-deterministic'
function of system prediction error as it evolves with errors, hence:
time. In most filter work only the mean and variance
as a function of time are required, hence, the fact that
the probability density function is also available is < wk) > -0 (11.50) Irarely used. wk)- 0(1.0

The missing step, therefore, is the combination of
the probability density function of prediction error Noise variances at the various points of system entry
with probability of killing the target given prediction are defined by I
error, and the computation of target kill (or survival)
probability as a function of the number of rounds
fi red. <

This note provides an introduction to the formula- <w(k) w(1)T> = N(k) ;k - (11.51)
tion of the problem, explicitly including the target kill a 0 ;k * j
probability.3

11.3.1 Approach

For this note we begin with the assumption that we Define:
have obtained a satisfactory discrete representation of
the system dynamics, and that the representation is, in M u r(k) N(k)T(k) (11.52)
conventional state space notation, as indicated in
Equation (11.49). The system can be time-varying, and Then the transition density function p~x(k+l )1X(K)J is 7
the amount of detail in the representation, including
both internal and externs! error sources is limited only
by the size of the matrices we are willing to u

: m anipulate. 
IMlk I l•k) 4 /*~ l ' , +I} q l[lk ;k I)

How to get from a particular system description to .

Equation (11.49) is well covered in the literature and El, 5h

11-8
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where (fx(k+i)1 = p[x(k+l)Jx(k)]fJx(k)]q[x(k)] dxkI i(k+ 1 0 4)Wkx(k) + Xs(k+l 1 (I11.54) 0

where is the deterministic part of the systematic error
obtained elsewhere in the simulation.3 where

-: Let: fix(l) a plx(l)I

I Then

qJx(k)) the target survival probability if a round
is fired at the k'th instant, with x(k) given Q(k) = J fx(k)qx(k)J dx(k) (11.59)

Then the survival probability if n equally spaced or, alternately
rounds are fired

Q(k) = 0 f~x(k+l)I dx(k+l) (I 160)

Sis, given the x(k) This simplifies the notation, but does not appear to
n reduce either of the two difficulties noted above. For
n- qlx(k)] (11.55) example. since

k-II
We need to average this over all x(k) to obtain Q the f p[x(k+l)lx(k)] dx(k+l) - 1.0 (11.61)

average probability that the target survivcs all rounds.

Because the state space formulation has structured Q(k) - Q(k-l..- ftx(k)IriJx(k)J dx(k)
* the problem as a Markov process, the joint probability

density of the x(k) is Ps[X(k)J - 1 -q[x(k)j (11.62)

S pl ,,• x,,.I 3 . i. .. I ll Ii • i p ,,l ,=-I 'I pl . i ),,- • PIX(i I)l but we must still determine the qx(k)].

end~~ I II b
"One obvious line of approach is to take the Fourier

S-,transform of both sides of Equation (11.58). It may beI I flpreferable to multiply both sides by q[x(k + 1)] before
doing this. This line has not been completely worked
through to determine whether it simplifies the required
computations.

This is the desired survival probability. The problem Another possibility is to return to Equation (11.57).
now is to arrange an efficient method of computing Q. insert the complete joint pdf for the n rounds and see

what can be done about expressing the result of the
integration as a convergent series. The fact that the

There are two obvious difficulties to circumvent: inverse of the moment matrix will have terms only on 4
(I) we want to avoid requiring the computer to per- the principal and two adjacent diagonals may simplify
form n integrations between infinite limits, and (2) as this process.
will be seen later, a straifhtforward integration of Q
for n rounds would have n terms. It may be noted that Darling' abandoned the dit-

ference equation approach in 1949 upon reaching theequivalent of Equation (1 1.58) and converted his ex-
The computation can be put into a recursive form by pressions to partial differential equations. This may

defininlg still be -the best way to get at a computable solution.11.9 j
•.__
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11.3.3 Comments rapidly developing techniques of state space analysis. j
From a practical point of view, the theoretical develop-

The principal interest of this approach is that it joins ment is not required, since one can always resort to
the state space system formulation with the value simulation. However, the problem is one of long stand-

function representing target kill probability in a man- ing, and deserves a place in the field of research
ner which allows the problem to be integrated with the mathematics.
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SECTION 12
COST CONSIDERATIONS

This section provides an overview of costs for anti- The sources of individual entries in the cost tables

aircraft gun systems and related equipment, based on are so numerous that they will not be cited individu-
open source information, ally. They were given in in-process working papers. It

is probable that regardless of the publication or news-
12.1 INTRODUCTION paper clipping in which the present writer found the

If antiaircraft guns have a place in the defense data, the original source in almost all cases was theIf atiarcrat gns hve plae i thedefnse Army budget and associated Congressional hearings.

arsenal, one of the reasons must be that throughout an A
important defense volume they provide effectiveness Without details of where in a production program
equal to that which can be furnished by guided mis- costs are noted, or what spares, test unit, or engineer-

siles, but at substantially lower cost. ing change costs are included, the data cannot be
considered to be accurate. The few indications given of

In theory. at any rate, a missile system can do quantity are particularly unreliable. In spite of these
anything a gun system can do if one is willing to pay deficiencies, a reasonable amount of consistency wijl be

the price. However, guns have certain intrinsic advan- noted in the price pattern for a particular type of
tages over missiles with regard to reliability, ease of equipment, particularly in trends across successive
maintenance, ammunition cost and overall logistic years.
support costs. These advantages tend to become sub-
merged in the cost of the surveillance and tracking The Army has many extremely compe:ent profes-
sensors which are common to both types of systems, sional cost analysis groups, who have the advantage of
but can be capitalized on by careful design. the official data base, and records. It is suggested that

the data collected here might be of some assistance to a

I in the area of development costs, a new antiaircraft systems analyst in laying out a request for cost support
gun defense system can be realized at a fraction of the from a professional cost analysis group.
development cost of a new air defense missile system. 12.3 COST ESCALATION

It is not the purpose of this report to compare Over many years since World War 1I, dollar expend-
guided missile and antiaircraft gun systems other than itures for research and development in the United
to note that a single missile may cost from about States hav resea t a muchlfasertrat tha te
$6000 (Redeye) to $8500 (Chaoarrel) to $10,000 (Ra- States have increased at a much faster rate than the

pier). The Hawk, which does a job that can probably engineerin te phys ocines.
not be matched by guns, costs about S40,000 per engineering and related physical sciences.
missile. For $5000 to $10,000 one can p•urchase several The consequences in terms or the cost of one techni-
thousands of rounds of gun ammunition, and with cal man year in research and development are shown

good fire control a gun system might achieve a kill in Figure 12-1 where an index of this parameter is
with several hundred rounds on the average, compared against the Consumer Price Index.'' 1' 4

Some of the cost rise is, of course, associated with
12.2 COST DATA 'BANK' more sophisticated technology and the problems in

it is the purpose of thit. section of the report to fielding advanced weapon systems. But it is also possi-
provide background information from which a non- ble that some of the increase is associated with the fact

cost-specialist may obtain an appreciation of the costs that the deeper one reaches into the technical man-

of antiaircraft gun systems and their components. power barrel, the lower the average productivity per

Since information on gun systems is somewhat limited, man becomes.

the data base has been broadened to include related If there is more work which must be done than there
items of Army materiel. are skilled and experienced people, these problems are

probably inevitable. The current slowdown in growth
The object is Simply to give a rough idea of what of R&D expenditures might reasonably be expected to

things cost. The present writer knows of no convenient, improve the efficiency of those technical personnel
i unclassified handbook serving this purpose for Army employed, and reduce the cost escalation rate. It is

materiel, and it was felt that it would be useful to no yed, how ev e the st salation ne. Itgis

* collect in one place much of the Army cost data that noted, however, that the starting salaries of new engi-
ehas appeared in the open literature. Because of limited neering graduates who obtain employment continue to

increase, and might be expected at leaitt to parallel thetime, the data presented has been limited to equipment price index growth.

unit costs, with a few examples of development cost,
and no information is developed on maintenance and There is no reason to believe that the rate of infla-
operational costs. tion will ever become zero regardless of which of the

12-1 -
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Figure 12-1. Comparison of Indices of R&D Cost and Consumer Prices

present schools of economists influence government 12.4 UNIT COST& AND DEVELOPMENT COSTS j
policy. Ever since Keynes discovered that one can OF ANTIAIRCRAFT GUN SYSTEMS
transform a 'hunting' closed loop economic system to
one that does not oscillate as badly but diverges expo Ordnance costs have not escalated by any means as
nentially as it runs 'open loop', no economist has rapidly as the costs of military aircraft. In World Wtr I
succeedcd in demonstrating how to obtain stability 11, 38 heavy antiaircraft batteries and 73 searchlight
without divergence, companies cost the British 3.5 million pounds (about

8.4 million dollars). Assuming four guns to a hattery
this works out as about $55,000 per gun with fire
control and searchlight support.

It was reported in 1958 that the US. World War I1
In the data presented later, no correction has been 90-mm antiaircraft battalion, including fire control

made to a 'constant dollar': that most mythical of all and installation, cost about $7.2 million and that to
concepts. replace it with the Nike Ajax missile battalion would

12.2
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cost $17 million. No further breakout of costs was through FY 1973 totals about $35 million. With no
provided, but the total probably included support vehi- other information, and noting that the FY 73 estimate
cles and all other equipment. was lower than that for FY 72, an uninformed esti-

mate might be made of about $50 million RDT&E for
Available cost estimates for a few more modem this program.

antiaircraft gun fire units are listed in Table XII-I for
towed weapons, and for self propelled weapons. Since Comparing the reported planned procurement dollar
vehicles cost less per pound than armament systems, and quantity estimates by year, a very rough estimate
the self-propelled fire units show a lower cost per of cost per system works out at S800,000 to $900,000.
pound than do the towed versions. This is also appar- Considering that the system will be bolted to the ship's

ent in the field artillery weapons tables given later. deck. saving mobility costs, but employs sophisticated
radars and fire control, this estimate seems consistent

With regard to development costs, it was reported in with the indications of the systems costs in Table Xll-
a presentation to the Congress on projects terminated I.
without production, that the Sperry Gyroscope Co.

"I received $26.6 million through 1961 for the develop- 12.5 AUTOMATIC WEAPONS AND MACHINE
ment of the 37-mm Galling Gun Vigilante, including GUNS
delivery of several prototypes. A rough idea of development costs currently associ-

The Vulcan program, including weapon, and the two ated with new automatic weapons can be obtained
antiaircraft fire unit types had received about S18.5 from Table XII-2 which shows some of the reported
million for RDT&E through 1970. Fire control devel- funding for improved aircraft gun systems, and for
opment in this program was small compared with that Bushmaster. Note that about $20 million is associated
involved in Vigilante. with caseless ammunition development for the GAU-

7/A.
The Navy Close-in Weapon System (CIWS, PHA-

LANX) is a gun system which may use a Vulcan gun, Cost data for Gatling-type guns from various
"and incorporates a fire control system employing cor- sources are assembled in Table XII.3. The cost history
rections based on projectile tracking, and alleged to use of the AN-M2 World War IV' automatic weapon for
two radars. From budget reports RDT&E planned aircraft is summarized in Table XII-4 to show how

Table XII-I. Cost of Antiaircraft Gun Systems

Weight Colt Cost/Pound
Caliber Model (ib) (dollars) Quantity Yewa ($/Ib)

75-mm Skysweeper 20,000 313,000 1954 15.50

I •0-mm Vulcan XM167 3,150 52,000 78 1968 16-50
90.000 120 1968 25.50

"" 190.000 31 1972 61.50

2 x 20mm Rheinmetall 3,200 (firng) 67.000 1,670 1972 21.00
4,600 (travel) for

1974

delivery

20 mm Vulcan XMI67 26,000

Armament system 97,000 III 1968
209.000 32 1972

XM-741 Vehicle 56,000 III 1968
81,250 32 1972

'Iire Unit 26,000 153.000 111 1968 15.90
290,000 32 1972 11.00

235 mm OerlikonlCmntraves 80,000 1.100,000 500- 1972 13.80
PFZ-B to 1,400,000 600 for to

1974 17.30
delivery

t12-3



Table Xll-2. Automatic Weapons Development Program Costs I

Improved Aircraft Gun Systems (lAGS)

Eitimatod Costs

Caliber Model Application (million dollars)

25 mm GAU-/A lI15 40 (development)

35 mm GAU-8/A AX 35 (total program. 1000 guns) A
Notes 41) About halt of the GAU*71A program cost will bc devoted to ammunition development And test. Cascicss

ammunition weighing one half as much as conventional cased cartridges will bc employed. A shoot-out
between GL and Philco-lord is underway.

(2) GAU-SA will fire aluminum cased ammunition with projectile wcitht about one pound.

Two contractors received firm-fised-price contracts for 3 guns each for a shoot-out at the 0 K Test Range.
They were

GE 59,500.000

Philco-lIord $I0.000.000

Vehicle Rapid Fire Weapon System - Successor (VRIWS-S). Bushmaster j
Caliber Weight Application Estimated Unit Cost Quantity

20-30 mm ISO Ibs E ARSV 7.000-15,000 :O,O00-1 2,000.
MICV-70 I

Notes: I) Three ontractors to deliver two guns 8.800 rounds each for shoot out. !

GE (27 mm) $1.9 million

AAI (25 mm) $2.1 million V
Philco-Ford (23 mm) $1.7 million

(2) Estimated total RDT&L cost S 4u million
Estimated Initial Procurement Cost S180 million

much cost reduction is achieved in very large quantity 12.6 RIFLES, CARBINES AND MUSKETS20871-562

production. Rifles have an antiaircraft role. but the principal
observation to be made with regard to Tables X1l-6
and XII-7 is the relatively small increase in rifle cost

To broaden the data base. Table XIl-5 summarizes over a very long time base, even before an attempt is
unit costs on machine guns ranging from World War I made to normalize prices for the changing value of the
weapons to current designs. The relatively high cost of dollar. A factor of less than 3.0 from the Civ:l War "1
the M73 may be associated with a variable rate sirgle shot Sharps to the modern M 16 is remarkable.

capability. Note the eflect of technology on cost of Civi' War
weapons.' 5 " There was an increase in cost by a factor
of four in the transition from smoothbore muzzle

Note that in 1931 one could buy a whole Darne loaders to rifled breechloaders. The obstinacy of the
machine gun for $28.'" Union Ordnance Chief in misting the transition has12.4 
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I Table XII-3. Cost of Gatling GCunson

I WClsht Cost Coi.t/Pound
Caliber Model (Ibs) (dollars) Quantity Year ($11b)

20 mm 6-bbl Vulcan M161 265 18,460 65 1968 700

M61A l 255 9,900 498 1968 390

yearly average 10,000 200 1968-72 390

Barrels for M6IAI 18 96 1458 1968 5.30

SUU-23 pods for M61A1 1500 26.500 117 1968 18
including all components
except gun

XM-35 Helicopter 27,000 351 1968
Installation

7.62 mm Minigun Pod 35/gun 20,400 1966
2 x GAU-2B/A guns

058" Original Gatling Gun 1863

General Benjamin F Bitler bought 12 Gatling guns complete
with 12.000 rounds of ammunition for S12.000 tnd personall)
directed their use in the siege of Petersburg. Virginia. 17

20871-563

f been repeatedly detailed in historical accounts which, maintenance and spares stockpiling. The French AMX
however, do not mention that the new weapons would series and the German Leopard series are typical.
quadruple the cost of small arms procurement. Possibly
the Chief was influenced by his budget analysts. Since a tank has been the most costly single piece of

materiel in the Army inventory until the advent of the12.7 FIELD ARTILLERY helicopter, tank costs have been prominent in budget

The relevance of data on field artillery is that these hearings for half a century.
3 weapons come in towed and self-propelled versions, as Tables XII.I I through X11- 15 provide more infor-

do antiaircraft guns. Making a weapon sesf-propelled mation on tank costs than the reader will want, unless
substantially increases the unit cost, but the cost per he is a history buff. However the full panorama of tank
pound of the vehicle is substantially lower than the cost per pound as sketched in Figure 12-2 as a scatter
cost per pound of the weapon it carries, so that the cost diagram indicates only a modest cost growth even
per pound of the complete fire unit is lower for self without correcting to constant dollars. From 1950 to
propelled than for towed weapons. These costs are 1970, the trend exactly matches that of the consumer
shown in Tables XII-8 to XII-IO. price index in Figure 1I-1. The exception is the MBT-

The cost of field artillery, unlike that of rifles, has 70 which would have represented an economic break-
increased substantially with time, and is continuing to through, although by the time it came off the produc-
"rise. Of course a more interesting comparison would be tion line it would not be as great a departure from theI to compare the effectiveness growth against the cost trend.
growth, and these would place cost in a proper per- Scatter of the points in Figure 12-2 would probably
:spective, be reduced by correcting for number produced, and

12.8 TANKS possibly technical differences could be used to explain: some of the residual scatter.
Present practice is to use a tank chassis as a carrier

for a self-propelled antiaircraft fire unit. The more Comparing the cost of a tank with the cost of a self-
applications that can be served by a common chassis, propelled antiaircraft gun system, such as the Oerlikon,
the larger the production run will be, the lower the the incremental cost associated with the antiaircraft
unit cost, and the simpler will be the field problem of sensors and fire control becomes clearly apparent.

I 12-5
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Table XII-4. Cost History of the AN-M2 20-mm Cannon

Date [.vents

1937 Hispano Suiza offered its Birkilt Type 404 20 mm gun for S3500 each, including mount.
magazine- and tools.

1937 The United States bought otte gun with 2000 rounds of ;mmunttion. tool kit. magazine.
and mount 0fr $8D000

1939 liispano Suiza o'fetcd the gun at S3490 each in a batch of 33.

The United States secured production rights to the weapon. and it was produced as the i
ANA-2 with the following production cost histoi).

1940 1943 Manufacturer Co-- Quantiq

First Lot Last Lot

Bend,\ 1 120 458 22.642

Oldsmobile 910 5 1 0 77.010

Int. flarvester 840 465 24.526

Int Bus. %-'chmnes 905 565 10.500

Note- The gun weighed I10pounds i
20871 -564A

12.9 ARMORED PERSONNEL CARRIERS The cost build-up of the Sheridan is shown in Table

XII-19. Note that the basic vehicle constitutes only

Tracked, armored personnel carriers give the troops about 37% of the total unit cost.
mobility equal to that of the tanks and self-propelled 12.11 TRUCKS I
artillery. In addition, the basic vehicles can be used for
the lighter antiaircraft weapons. Thus the M 113 basic Trucks serve as tow vehicles for some towed weap-
vehicle is used both for Vulcan and for Chaparrel. ons in an antiaireraft battalion, in addition to being
Table XII-16 shows the cost history of Armored Per- p;esent in quantity for general tactical mobility sup- 1
sonnel CrArriers. and Table Xll. 17 lists M 113 deriva- port. Throughout the sixties, a fair estimate of the cost
tive vehicles. Note that on a per pound basi3 these of a truck was about S0.50 to $0.75 per pound of
vehiclei ,,re comparable to tanks in wost. weight empty. The cost per pound has about doubled

for current conventional wheeled vehicles and a some-
12.10 ARMORED RECONNAISSANCE SCOUT what greater increase has been experienced in the caseOR ,EONAAUSAT NCESCOUT of :he articulated Gama Goat design. These costs aresummarized in Table Xil-20.

The current M 114 Armored Scout Vehicle is to be 12.12 AMMUNITION COSTS
replaced by the XM8O0 for which weight and cost In 1898, the Maxim 37-mm Pom-pom fired at 400
oojecti;•cs have been set in 2n L1u.:crity plan. The:m is a rounds per minute, and its ammunition cost six shu-
substantial anticipated cost growth. oY.er the Ml114 but linrs sixpence per round. When shown the sun, the
with greater capability. The M551 Armored Recon- King of Denmaik p aid that at that rate it would
naissance Airborne Assault Vehicle is .hov.n in the King of kingdok id thatrat th e it wruldsametabe, athogh i ha a itfeentmisson.The bankrupt nis kingdom in two hours. The English press4
same tahh:, althoe;h it has a different mitioan. The multiplied out the rate of fire by cost pet round to getSht;idan has the weapcat effectiveneu of a tanl,, hitt a,, estimate of L90/minute and sai;d that use of this i
lacks the tank% armor, in order to achieve airtorne weapon would make !he cost of war prohibitiv e Thi
capability. But in spite of sophisticated armprrent it weapos wouldnme the us t f w
works out to about the same cost per pound as the t
projected XM800. Costs are summarized in T;,.le ,•4i. In 1939, the German antiaircraft gunners fired 4940
18. rounds of light antia-rcraft ammunition per target

12-A



U l'able XII-5. Cost of Machine Guns

Weight Cost Cost/Pound

Caliber Model (ibs) (S) Quantity Year (S1b)

6.5 mm S.IA. for aicraft 25.5 320 10,000 1914 12.50I (Italian) iicl 15 magazines

"792 mm Gust (incl spares & 10 drums) 60.0 1.620 3,000 1917 27-00

7.5 mm Dame for aircraft 18.3 28 11,000 1931 1.50
(F yench) -?

0.30" M 1919A6 32.5 188 1945 5.80

0.30" Unident. (may be 0.50) 445 1945

7 1.62 mm M60 23 1.700 1958 74.00
1.500 4.000 1962 61.00

500 1963 22.00
544 2,857 1965 24.00
495 15,760 1966 21.00
560 3.478 1967 24.00
577 15.031 1968 25.00
550 12,056 1970 24.00i 670 6.000 1971 29.00

Navy buy 850 175 1972 37.00

I 7.62 mm M73 coax 2,300 1969
3.400 882 1970
3.400 975 1971

0.50" Unident so 1) 249 1945 3.10
720 1950

0.50" M85 5,000 3e0 1970/71
4,700 1.266 '.970171

0.223" Mk 23 (U. S. Navy) 33(7) 1.050 20 IQ72
20871-365

destroyed at 7.5 Marks per round, or 37,100 Marks per individual round&, but were hoped to increase their

kill. They fired an average of 3343 round& of 88-mm effectiveness by a greater proportion.

per kill at S0 Marks per round. These costs work out to
Sroughly $15,000 per target with light flak, and $107,- A perspective of ammunition costs is provided by

000 per target with heavy flak. A post-war German Tables Xll-21 throttgL XII-26. Note that for a given
writer used these figures' to cite the relative ineffec- type of ammunition, the cost per pound decreases as

otivenes of antiaircraft, but considering that a B-17 caliber increases. Cost per round increases about as
bomber or that era cost $200,000 to build, one must caliber squared.

conclude that the German Marksmanship was rather
good. Very large increases in cost per round in a given

caliber are incurred as the complexity or the projectile
When the war ended, the Germans were still devel. design is increased. Thui there is a prmessive and

oping more complicated designs of sn.iaircratt projec- substtntial cost increase in going from Ball to HE to
tiles which would have greatly increased the cost of APDS to 1CM. and, apparently applying rocket assist

1 12.7



Table XlI-6. Cost of Rifles and Carbines

Weipht Cost Cost/Pound

Caliber Model Jibs) (s) Q0tantity Year 4S/1b)

0 30) ('arbin M I AI. 2 5.20 35.50 1945 6.80
64.00 1950 12.30 5

0 30 Rifle Ni I lG4rand) 9.50 35.00 1945 3.70
41.20 1945 4.30

64.00 1950 6.70
94.30 1957 9.90

7.62 mm Rille i 14 8.70 133.00 60.000 1959 15.40 -
115.00 120.000 1960 13.20
112.00 1963 13.00

120.00 1969 13.80

0.30 Browning Automatic 19.40 134.00 1945 6.90

Rile (BAR) % 1918A2 358.00 1950 18.40 1
556mm Rine Ml6 7.4 106.M 600.000 1970 14.00

M 16E 1 7.6 107.00 254.000 1971 14.00
(Air ForCe buy) 116.00 65.000 1971 14.00

Pfogram Average a 128.00 3.200.000 1700
Final Unit Cost 94.00 1971 12.40

20871-566

(RAP) to a conventional projectile involves a signifi- XII-28. In Table XII-29 is shown the published cost
cant cost increase, history of the range-only radar for Vulcan.

In each case, the increase in cost is associated with Available data on laser range finders is summarized
an increased capability, of course. The cost of guided in Table XII-30. The apparent anomaly represented by
artillery rounds will be much higher, and will probably the inferred unit cost of the Sheridan range finder is

enter the domain of missile costs. typical of the uncertainties in this level of data for this

Ammunition costs have been normalized by dividing type of equipment. I
in each case by the projectile weight. In the case of
cartridge ammunition and fixed artillery ammunition hnea giVenhAN category, radarecostspVarY widely with

it would be preferable to divide by the complete round the specific characteristics of each piece of equipment,

weight. This would probably reduce the apparent ano- and this is seen in Table XII-31 for shipborne search
moly of the MI39 ammunition which has a high radars, and Table XII-32 for land b3sed transportable

muzzle velocity, and probably a proportionately higher search radars. To attempt to normalize the costs -

complete round weight, against radar characteristics such as power, requency,
scan rate. etc., would require the inclusion of classified

Costs associated with fuzes of complexity increasing information. The obvious difference in the difficulty of

from simple contact fuzes to proximity types are indi- the task assigned the HIPAR as compared with the
rated in Table XII-27. The cost of a fuze for a guided FAAR is clearly reflected in the relative costs.
missile is many times higher, as might be expected. It is noted that the Army Electronics Command has

12.13 SENSORS a comprehensive program on the costing of electronic

It has not been possible to make an extensilt sum- equipment which has developed excellent. classified,

mary of sensor costs. In this field published or inferred cost estimating relationships."

costs are more likely to be widely in error than in thecase of simple items such as trucks, for example. A rough idea or how radar cost varies with average

power, and with weight, can be obtained from Figures

With this caveat lector. we note some pubiished costs 12-3 and 12-4, which wvas developed from published

for infrared and image intensifcation sights in Table prices of airborne weather raJan for commercial air-

1 2-g
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Table ,I-7. CoMt of RU, Muskets and Carbines

Caitber Weight Cost Cost/Poutid
l finches) Model (Ibs) (S) Quanltt) Year (S/b)

I - 0.69 Prusstan 6.80 81.652 1862 0.70

0-69 American 10.00 2,181 1862 1.00

058 Herpers Ferf5 M1855 9.50 18.20 22,793 1862 1.90

I 0.58 Sprrolfield 9.90 19.50 6? 1.000 1862 2.00

0 577 Fnfeld 8.91 18.40 428.292 1862 2.05

0.52 Sharps (single shot) 8.75 36.00 9.141 1862 4-10

I , 0.52 Spencer !7-%hot) 10.00 37.20 12.471 1862 3.70

0.44 Henr) (12-shot) 9.25 36.50 1.731 1862 4.00

i L . .

20871-567

f craft. For this class of equipment. cost increases less man-hours in particular would seem to be fundamental
rapidly than average power. in estimating the production rates that could be

Provision of IFF equipment is a non-negligible cost achieved with finite nationsl manpower when a rapid

component, as is indicated by Table XII-33. build-up is required.

The cost of simple 'hot-spot' infrared tracking de- A piece of equipment that can be economically
vices might be inferred from migsile costA. Current manufactured in small quantities at a low rate in times
interest in applying FLIR type sensors to antiaircraft of low tension may be extremely difficult to produce at
fire units makes the initial cost estimates of the air- a high rate with low skill personnel, and this could

, borne FLIR in Table XII-34 of some relevance, result from the inherent characterisitcs of the design.
The experience of the Army in Wdild War 1I in

comprehensive analysis of the cost or military attempting to have the M-4 antiaircraft director manu-
radio communications equipment was made in 1960 factured by fender-benders at tt" Ford Motor Coin-
by D. C. Ports et al! It was indicated that for a set of pany rather than by a small number of craftsmen at
that vintage, cost was about proportional to weight (at the Sperry Gyroscope Company is a case in point.
an average of about SIOO per pound) but that weight.
except for man-portable units, increased only as about The object of 'Value Engineering' is to avoid this
the 1/3 power of transmitted power. The latter rela- kind of situation, but whether the value engineers have
tionship included vehicular radios. the leverage to affect the basic design concept is not

S12.14 PRODUCIBILITY VERSUS COST known.

As noted earlier, the fact that the 'value of the A few examples of man-hours to produce o.dnance
dollar', or the pound or the mark, or the yen, is an equipment from British experience are given below."
increazingly free-floating index suggests that some In World War 1i, the British Admiralty employed
other measure of the effort required to devylop and the Oerlikon 20-mm gun which was considered 'very
manufacture weapon systems would be more helpful is laborate'. The British-designed Polsten was intended
estimating across a moderate time base. to replace the Oerlikon with a weapon that would be

A more stable reference may be the number of man- easier to produce. Table XII-35 demonstrates the im-
hours of effort involved in each case. Manufacturing provement achieved.

12-9

,.



Table XIl-8. Fiold Artillery Costs (Towed Weapons)

Approximate COst Cost/Pound "
Caliber Model Weight (Ibs) (dollars) Year (S/Ib)

105mm M2AI 5000 8,260 1945 1.70

MI01AI 5300 13,670 1950 2.60

MI102 1
XM204

-- |5mm MI 12,800 15,640 1945 1.20

Mi .4AI 12,700 26,410 1950 2.10 1
XM198

203 mm(8") M1Is 30.000 1
280 mm 170,000 437,000 1957 2.60 3

20811-568

Table XII-36 indicates the number of manufacturing many additional cost elements associated wiih the man 3
man-hours required to produce selected items of Brit- but not with his equipment.
ish WW-l1 ordnance, indicating in a few cases, the The cost rise iL not expected to slacken until the
reduction achieved over long production runs. Volunteer Army has stabilized. 3
12.15 PERSONNEL COSTS IN MAINTENANCE
AND OPERATIONS The effect on weapon system design is to increase the

relative value, on a 'life cycle' basis of reducing theThe discussion of maintenance and operations costs number of men required to operate, service, maintain, I
will be limited to the observation, illustrated in Figure n u ppor a we n st ru te, iclud ing al thand support a weapon structure, including all the
12-5, that the average expenditure per man by the personnel in the weapon's slice of the Army from theArmy for pay and allowances is escalating at let as a o
rapidly as other cost components. and currently seems
to be achieving a major new breakthrough to high High reliability and ease of maintenance are obvious
levels. The curve was derived simply by dividing the objectives, but the reduction in number of men to
dollars for pay and allowances in the budget by the maintain a given effectiveness level is an Army-wide
number of military personnel and does not include problem.

I1
12-10
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Table Xll-9. Field Artillery Costs (Self Propelled Weapons)

I Approximate Cost CostlPound
Caliber Model Weapon Weight (Ibs) (dollas) Quantity Year ($11b)

105 mm M7 M2A2 52.000 50,400 1945 1.00

M37 M4 40,000

M52 53.000

T1 95 103.000 275 1959 2.00

I I4S,000 1963 2.30

M108 SO.O00

155 mm M41 Ml 44,000

TI96 62.000 500 1959 1.20

M109 54,000 115.150 1970/71 2.10

1 203 mm(8") M43 M2 83.000

MI I0 56.000 128.100 1970171 2.30

j Vehicle 41,415
only

9 155 mm M40 M2 83.000

Unident 140.000 1967 1.70

175 mm M107 64.000 146.000 115 1960 2.30

Vehicle 41.000

20871-569
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Table XII-10. Cost of Civil War Artillery Ii•

Caliber Gun Weight Cost Gun Cost/lb Carrialge
(inches) Moel (Ibs) (S) Quantity ($fib) Cost ($) Quantity

S 3.67 6-pounder 854 400 152 0.45 312 15511
4.62 12ipounder 1757 570 1127 0.32

j" 4.62 12.poundtr 788 385 73 0.49 34S 686

• 5.82 24-poundef 1318 425 5e 0.32 1
6-poundef 440 25 I
(bronze)

3.67 12-pounder 875 689 10 0.78

(bronze)

2.S6 6.pounder 600 440 25 0.73

Wisfd (steel)

3.0 10-pounder 790 720 20 0.91 I
Wiard (stel)

I.
3.0 10-pounder 890 205 587 0.23

S3.67 20-pounder 1750 39% 338 0.22 1
4.20 30,pounder 4200 557 392 0.13

6.40 IO0-pounder 9700 1304 237 0.13 670 248

8.00 200,poundei 16,300 2244 90 0.14 794 88 1
10.00 300-poundet 26,500 49371 40 0.19 1656 32

I:
2087t-570
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Table X11-11. Cost of U.S. Tanks (Under 50,000 Ib.)

Weight Cost Cost/Pound
Model (Ibs) (S) Year ($/tb)

M24 38,000 39.640 1945 1.00

T 41 26.000 () 126,030 19S0 4.90

SM 41 46,000 94,420 1959 2.05

20871-571

Table XI1-12. Cost of U.S. Tanks (Over 50,000 lb.)

Weiiht Cost Cost/Pound
Model fIbs) (S) Quantity Year ($/|b)

M4 67.300 54.836 1945 0.80

M26 86,000 81,324 1945 0.9S

M46 98.000 197,427 1950 2.05

M47 8,000 240.000 1952 2.70

M49 100.000 120,000 (600) 19S6 1.20

133,000 1957/59 1.33

109,142 1959 1.24

M48Ai,2 115,035 1959 1.IS

U XM60 102,000 138,000 180 1959 1.30

M60 108,000 162.400 1963 L.s0 3

3 203.780 507 1967 1.90

M60A i 225,330 300 1970 2.10

M60AIE2 273,000 1970 2.45

MBT $0.000 $00,000 1967 6.20
(Gst)

MBT-70 880,000 1970 11.00
(est)

XM$03 620,000 3000 1970 7.80(sot)

649,000 1971 8.00

20U71.572
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Table Xll-13. Cost of British World War II Tanks

Weight Basic Cost Yewr of Cost per Ton Cost/Pound
Model (tons) (L) I rst Order (it/ton) (Suib)

Infantry Mk I 1 I 6,000 1937 550 1.35 I
Cruiser Mk I 13 12,710 1937 970 2.40
Matilda 25.75 18,000 1938 700 1.70
Cruiser Mk 11 14 12,950 1935 930 2.25

Cruiser Mk III 14.25 12,000 1938 840 2.05
Cruiser Mk IV 14.75 13.800 1939 940 2.10
Covenanter 15.55 12,000 1939 755 1.85
Crusader 17.53 13.700 1939 780 1.75
Valentine IS.6 14.900 1939 960 2.10
Churchill 38.5 11,150 1940 290 0.60
Cromwell 28 10.000 1042 360 0.70

NOTES:

(I) The value of the Pound fell between 1937 and 1942.

(2) A great deal of rework was required on the Churchill because of defective manufacture. This cost

is not included. I
(3) The basic cost quoted is based on contracts, and probably does not include "stores of free imu-'" (GrE).

"20871-5 73 3
Table XI1-14. Coot of Current Foreign Tanks

"weight Cost Cost/Pound
Model Country (Ibs) (S) Quantity You (Slb)

L.opard Germany 88.704 232,000 1967 2.60

252.000 1970 2.75 u
328,000 3588 1970 3.70

AMX.30 Frncs 79,000 312.000 1967/70 4.00 4u I
Chleftain England 117,000 308.000 1967 2.65

AE S 244.800 1970 2.10 3

STRV 103 1weden 83,000 und,, 1970 3.50 (?)
(S.Tank) 350.000

a ___________ _________ - 201171-374
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• I Table XI-15. Cost of Tanks from 1914 to 1957

I ~Cost=.
Weigeht

Model Country (tons) a oe $ Year Cot/Pound

IMkIV land 28 5.000 24350 094 0.43
Renault F'rance 7 ,2 0 [ 10,950 1914 0.78

I .T. 17

Mk VIII England 37 18.000 86.400 1920 1.17

"7.350 35.300 0.48

Cardcn-Lloyd England 1.3 500 2,400 1928 0.92

Mk I England I I i,500 7,400 1935 0.34

Renault R35 Irance II 2.200 10,800 1935 0.50

Chulchill England 38.5 15,000 60,450 1941/44 0.78Vl

M4 U.S. 34 10,300 4i.500 1944 0.61

16.600 67.000 1.13

,wM41 U. S. 26 27,200 76,200 1953 1.47

M48 U.S. 49 47.000 132.000 1957 1.35

Centurion England 50 40,000 112,500 1957 1.12

1 20871-575

I0- MT 70Q

•1 PS•_.f"o
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lo 0. 1° -"o
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i ~~~0 0 ,I

010 1'I1910 1930 192 940 low0 IWtO '970 1900

Figure 12-2. Tank Costs Per Pound Versus Time
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Table XII-16. Cost of Armored Personnel Carriers (APC) I
Grog Empty

Model Wecht Cost Quantity Yeaw Cost/Pound

M 3 19,000 12.294 1944 0.67

M75 36,000 100,000 1740 1952 2.80

75,000 3954 2.10

M59 38,000 41,000 1800 1958 1.10

35.000 1959 0.90 1
29,602 600 1959 0.80

T113 31,000 600 1959 1.54 1
M 113 20,000 28,000 1963 1.40

20-22,000 1969-72 1.10

M 113A 1 22-25,000 1969-72 1.5

19,955 1125 1971 1.00 5
M113 40,000 Averge 3000 2.00

Total Ptopam (all costs)

$120 Million

XM733 35-38000 100,000 2500- 1972 2.70

(MICV-70) Goal SOO E

(MechaniW

InfanUy Com-

bat Vehicle)

20871-576A

Table XII-17. Coat of M113 Derivauve Vehicle3

Vehicle Cost Q•uatty Year

M546: 25,000 120 1971

L 6T Catlo Caries (basi)

XM730 29.200 116 1971

L ~ chaparral carrier

12..6 20171-S77A 3
";' 12-16
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Table XII-1 8. Cost of Armored Reconnaismance Scout ow Assault Vehicles

I Model Weight Cost Quantity Year Cost/Pound

M114 15,000 38,000 1971 2.50

XMI1OO 17.000 116,200 Objective SOOO E Est. as 6.90-10.20I(ARSV) 175.000 Possible of 1972

Sheridan 33,500 213.600 1662 1970 6.40
(ARAAV) ______ _________ ______ _____________

20871-s578

Table XII-19. Sheridan Cost Build-Up

SMajor Component Unit Cost

Vehicle 80A400

Engineering change ordcrs 8.800

Govemment-furnashed equipment (GFE):

Engine 4,300

Tiransmtion 9,000

"Gun launcher 12,300

I Fire control 12.500

Guidance and control 25.200

Machine gun 4,400

Searchlight 2,500

Communications 2,700

Night vion sight 2,400

On equipment maintenance (OEM) 1,600

Engineering support and quaUty assurance 45,200

All Other (I) 2,300

Averae unit price 213.600

I (I) Includes documentation, and Initial care and presrvation performed at depots.
20871I-579
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Table XII-20. Cost of Trucks 3
Type Model Empty Cost Quantity Year S Cost/Pound

1/4 Ton Jeep 2.400 1,057 1944 0.45
4x4

M38AI 2,800 2.000 1953 0.72 3
MIS) 2,250 3,300 3.400 1959 1-46

M15IA1,2 2,400 3,180 1968 1.32 1
3.242 1969 1.34

3,476 1970 1,44

3,504 1971 1.46

314 Ton M37 5,700 3,790 1966-67 0.674x4r 4 x 4

1 1/4 Ton M715 5.500 4.720 1966-67 0.85

XM.70S 5,400 18,000 1970 1.00 ,

8.337 3,452 1971 1.50

M35 13.500 3,352 1959 0.25

2 1/2 Ton M 109 I1,000 6,375 1953 0.42

6,650 1955 0.44

7.131 1957 0.48

8,363 0.56 3
M54 40.000 13,200 3.600 19S8 0.67

S Ton XM 809 17,434 1969 0.85 1
6x6 S17.196 1970 0.85

17,381 1971 0.85

1 114 Ton M561 6,550 13,281 15,274 1970 2.05

66Gam ol 11,722 1971 1.80

1/2 Ton M 274 900 2,150 2.000 1959 2.40

Mach Mule

20871-S30 3

I
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Table XiI-21. Cost of Rifle end Machine Gun Cartridges

Weighl Cost Cost/Pound
Caliber Model rtains/lbs ( Year S/lb

5.56 mm All types 0.060 1971

Ball 55/.0079 0.060 1971 7.60

0.30' Tracer 0.11 1959

BaU M2 1S2/.0217 0.09 1959 3.70

Tracer (Carbine) 107/.0153 0.06 1971 3-90

Bail (Carbine) I10/.0157 0.07 1971 4.45

7.62 mm 0.IL 1959

BaU IS0/0214 0.087 1971 4.05

Linked 0.10 1971

NATO 0.095 1970

MI3 Linked IUSAF) 0.10 1972

0.50' Ball 70010.10 0.325 1957 3.25

0.28 1959

4 Bdl/I Tracer mix 0.30 1970 3.00

0.38 1971 3.80

0.39 1972 3.90

i" I20871-581

Table XII-22. Cost of Civil War Rifle Cartridges

Caliber Proj Wt Cost Quantity Cost/Pound
(inches) Weapon Sains (Ib) $) (millions) ($/Ib)

0.58 Springfield Muzzle Loader 550(.078) .015 46.4 0.19

0.52 Sharps Breech Loader 475 068) .021 16.3 0.31

0.52 Spencer Breech Loader 385 (.055) .024 58.2 0.43

S0.44 Henr) 3teech Loader 216 (.031) .023 4.6 0.74

1I 20871-582

I
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Table XII-23. Cost of 20-mm Ammunition Cartridges

Weight Cost Quantity Cost/Pound

"Weapon Type Projectile (Ob) 15) thoutands) Year ($/Ibl

Hispano Suiza 404 Inert (BIall) 2.00 1917 7.20

HE 0.28 4.00 1937 14.40

2.38 59.5 1939 8.50

VulcanlCobra All Types 0.22 1.30 1970 5.90

3.58 1971 7.20

1.83 1972 8.30

Vulcan IUSAF) Training 0.22 0.93 1972 4.20

Combat 0.22 2.11 1972 9.60

MI 39tHispanoSui.-4820) TPT M4206 3.40 1970

3.90 1971

HEIT M599/APT M601 3/2 mix 0.25 7.10 1970 28.40 3
5.90 1972 23.60

207l1-583 3

Table XII-24. Cost of Howitzer Ammunition

Projectile Weight Cost Cost/Pound

Caliber Type Model (Ib) (S) Year (S/Ib"

105 mm HE 33 26.00 1951 0.80

HE w/o fuze M 1 21.50 1972

HE with fuze 33 28.00 1972 0.85

Illuminating with fuze M314A3 53.00 1972

WP M60 53.00 1972

155 mm HE 95 40.00 1953 0.42

HE M107 95 30.50 1970-72 0.32

Illuminating M485A2 75.00 1971-72

ICM XM483 310.00 1971

Charge
Green Bag M3AI 13.50 197C-72

White Slag M4A2 29.50 1970-72

8"' (203 mm) HE M1306 200 60.00 1970-72 0.30

""CM M404 265.00 1970

Green Bag M 1 20.00 1970-72

White Bag M2 29.00 1970-72

2087-5814
12-20 1
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Table XII-25. Cost of Gun Ammunition

Projectile Cost Cost/Pound

Caliber Type Model Weight (Ib) (S) Year ($/Ib)

90 mm HE (Fixed) M71 23.4 33.00 1953-57 1.40

Unident. 94.00 1960

175 mm HE M437A2 68.00 1970-72
w/o fuze

Charge M86A2 78.00 1970-72

5-38 Navy RAP 385.00 168
15354 Navy RAP 350.00 1970

20871-585

Table XII-26. Cost of Ammunition for Tank Guns

Projectile Cost Cost/Pound

Caliber Type Model Weight (Ib) (S) Year (S/lb)

1 76 mm HE 21.30 1959

WP 23.90 1959

TP-T 19.20 1959

Blank 8.30 1959

9c, rr.,n HE 32.20 1959

WP 39.50 1959

TP-T 25.90 1959

HEAT 94.00 1959

105 mm IIEAT-T M436A2 21 75.00 1970-72 3.30

HEP-T M393A3 24 53.00 1971-72 2.20

APDS M393A2 13 155.00 1970-72 11.60

TP.T M490 49.00 1970-72

1 152 mm TP-T XM411 E4 106.00 1971-72

20871-586
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Table XII-27. Typical Fuze Costs (Current)

Type Model Application Cost (dollars)

PD (Point Detonatings) All types Hand grrenade, 0.50

Practice

VADS Ammo 3.00 ()i

MS24 81 mm Mortar 8.00 J
M572 Howitzers, Guns 5.50

MT (Mechanical Time) MS65 Howitzers 16.00 J

MTSQ (Mechanical
M564 Howitzers 1 700

Time. Superquiek)

Proximity MS 14AIE I Howitzers, Guns 45.00 J
Note. The World War II Proximity (VT) Fuze for Antiaircraft Guns had an initial cost of $732.00 each in 1942 at the

beg innin of production. By 1945 the cost per ruze was down to $18.00. The total program cost was $ 1.01

billion, and over 22 million fuzes were produced.

20871-587A

Table XII-28. Cost of Sights (Infrared and Image Intensification)

Model Type Cost Quantity Year I
ANIPAS-5 Binoculars 350 6300 1
AN/PAS-6 Rifle Sight 2000 1967

AN!TVS-2 380 3200 1970 j
AN/TVS-4 NODMR 1000 1748 1971

20871-588

Table XII-29. Coat of Range Only Radar

Model Price Quantity Dale

AN/VPS-2 26,000 228 to 1968

25,000 60 1969 (incl. ista". kits)
36.000 267 1970

35,000 48 1971 (incl. 4 tesets) I
2087 1-359

12-22



Table Xll-30. Cost of Laser Range Finders

Cost
Model Application (S) Quantity Year Remarks

AN/GVS-I Development Models 110,000 10

ANIGVS-3 Tripod Mount 53,000 200 incl. 40 test sets

S,600 E S00 1972 incl. 40 test sets

6,100 F 1000 1973 incl 134 test sets

AN/VVS-1 M60A 1 E2 Tanks 462.000 1967 prototype

S11,000 243 1969

14.600 176 1969

3.300 300 1970

M5S5I Sheridan 47,429 176 1971

1 20871-590

I

I Table XII-31. Cost of Shipborne Search Radar

Model Cost Year

SCO 18,000 1945
AN/SPS-39A 1,000,000 1963
AN/SPS-40 190,000 1965

AN/SPS.48 500,000 1972
AN/SPS-S2 (FRESCAN) 4.000,000 1972
AN/SPS-5 8 610.000 (4 proto) 1970

293,000 (6 prod) 1971

20871-591

12.23
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Table X11-32. Cost Of Transportable Radars for Air Surveillance and Control

T) pe Cost Year

Unident 384.000 1945

Unident. 2,500.000 1963

AN/TPS-32 For MTDS mith 2.700,000 1972

3-sheltes and

spare computer

AN/TPS-34 For MTDS ,I 100,000 1969 j
AN/TPS-43 For 40 IL 1.030.000 1970

AN/MPQ-43 (HIPAR) for 1,200,000 1967-70

Nike Hercules

AN/MPQ-49 (FAAR) 7S.000 1971

20e, I-59' j
SI I I I

Is

S 20-

20
z

W 10 -

I I .I

116l0 210 so 100

OUTPUT POWER (KILOWATTV)

20871.1231 1
Figure 12-3. Cost of Airborne Weather Radar Veraus Power Output
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i
Table XII-33. Cost of Army IFF Equipment

Cost
Model Application (5) Quantity

AN/TPX-46 General Purpose Interroptor 100,000 109
Set

AN/TPX-50 Interroptor Set for use with 21,500 23

MPQ-49 and TPQ-32 FAAR Radar% 22.500 156

20871-593

Table XII-34. Cost of Airborne Infrared Surveillance Systems
-l

Type Cost ($)

AN/AA•D-4 USAF (FLIR) 550,000

SAN/AAS-24 Army 5S0,000

220871-525
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Table XII-35. Comparison of WV-11 20-mm Weapons I
Cost Number of

Number of Machining Weight Cost/Pound

i Components Operations (Ib) ($S/b)

Wcrpon

Oerlikon 321 1400 250 3000 136 10.50

"Arsltn 60-70 300 119 900 121 2.50 I
20871 -95A

Table XII-36. Comparison of Manufacturing Man-
Hours '

Manufacturing

Weapon Man-Hours

Sten Machine Gun MkI I I Icaly) 3
5 (late)

MkV 12
Bofors 40 ,nm AA Gun 2420 (teally)

1300 (late)
Field Artillery 25 pdr 308S

Anti-tank 2 pdr 2683 (prewar)
6pdr 1293

17 pdr 2726(1942)

20871-596 1
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SECTION 13
ADDITIONAL DATA REQUIREMENTS

There are two principal determinants of the effec- and in combination to obtain probability density

tiveness of a predicted fire weapon system. These are functions for the probability that each combina-

a. The ability or the system to track its target tion remains within specified limits as a function
I accurately. of the duration of the 'run'. These results allow

estimates of the duration of predictable path
b. The ability of the system to predict the target segments.

position one time of flight in the future. f. Relate the predictable path segments to the posi-
Additional experimental data is required on both of tion of the aircraft relative to the target it is

these topics. Of the two, target path data is most attacking, and to the phase of its attack (run-up,
urgently needed. down the chute, breakaway).

13.1 TARGET PATH ANALYSIS To get such a program underway quickly, it will be

The variety of paths which a freely maneuvering necessary to take whatever data is available. However,
aircraft can fly is unlimited. However, the class of once the analytical techniques have been developed,
target paths which an aircraft car fly in performing its the Army should maintain a continuous in-house pro-
mission, especially during its munition delivery phase, gram in conjunction with the Air Force to maintain an
is limited. It is believed that this limitation is much up to date library of target path data on the more
more severe than is generally assumed for defense advanced aircraft delivery systems.
system evauluation, but no definitive analyses of such 13.2 ANALYSIS OF TRACKING DATA
limitations were located in the present contractual As in the case of target path data, conjecture regard-
effort. ing the characteristics of target data is not a valid

The following program of analysis is suggested substitute for experimental data. There is not much
a. Obtain records of target paths in which aircraft profit in simulating a predicted fire system in detail if

performed tactical missions. Combat records the stochastic and deterministic descriptors of the
would have the greatest validity, but proving sensors must be guessed.
ground results are more likely to be available. Ideally, one would like sufficient data to derive a

b. Perform a statistical aialysis of the picdiatability state space model of sensor operation, in which the
of these paths. A possible analytic approach is sensor is described by a set of differential equations
suggested below. driven by white noise (or equivalent) of constant inten-

sity. The coefficients of the equations would be at least
c. Determine those prediction algorithms and de- time varying and situation dependent, and the equa-

fense system characteristics most likely to be tions could be non-linear Development of this kind of
effective against the set of available attack paths. model is within the state of the art of 'system identifi-

d. Validate the defense system characteristics by cation' analytical tools
running them against a set of the recorded paths In the present report, a simple model describing
on the Litton simulation. radar glint noise was developed somewhat along these

The statistical analysis of the recorded flight paths lines.
migh& develop as follows: At least the following sensors should be operatedagainst a variety of target paths and types and the

a. Plot up the data for visual inspection. Preferably aix avriety oftaret pa and es ad th
thiswoud bedon wit a ompuer nd ato- experimental data reduced in a manner leading tothis would be done with a computer and auto-

matic plotter. useful analyticai and simulation representations.
b. Compute target velocity, heading and dive angle a. Radar

as a function of time. (I) Normal operation.

c. Compute target 'total energy' (V2 +2gh) as a (2) Track-on-jam mode.
function of time to determine whether this index
remains fairly constant duri 8g altitude changes. (3) Operation under various types and levels of

d. Compute rate of change of velocity, heading and jama ing w
diveangl verus tme.b. Automatic Tracking with Imaging Sights

dive angle versus time.
e. Perform an analysis of 'runs' on the three target (I) TV or imaging intensification.

parameters and their rates of change, separately (2) Infra-red imaging.

13-1
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c. Laser counter the always prevalent general opinion that pre- I

(1) Rg odicted fire weapons are inherently inaccurate.
( aeonly, In fact, even since World War I, the accuracy of

(2) Angular tracking. predicted fire antiaircraft weapons has been renmark-
able. It has. moreover increased steadily with time in

d. Manual tracking (optical) the case of those systems which have been well de-

(1) Conventional aided tracking. signed and engineered,

It is believed that the air defense effort now and i'i
(2) Regenerative tracking. the future would be well served by about a one man-

In addition to fixed wing aircraft, targets on which year effort devoted to recovering the test data on past
data should be acquired include predicted fire systems from the archives and presenting

a concise summary, showing what was achieved.a. Helicopters. If the files of test results at the Air Defense Board

b. VTOL aircraft at very low velocities (to deter- and School have not been purged, they would consti-
wine the limitations of pulse-doppler radars). tute a gold mine of historical data. Frankford un-

doubtedly has a great deal of information. The Navy
c. Air to surface missiles (some information on the has excellent data, if it can be made available,

ability of radar to track very small targets can be A simple set of curves of predicted fire accuracy vs.
obtained from counterbattery radar data). time with a long time t-ase would do a great deal to

13.3 HISTORICAL SUMMARY OF PREOICTED place predicted fire in the proper perspective, establish
FIRE SYSTEM PERFORMANCE references against which to write new requirements,

and assist in obtaining the best overall air defense
In the present report and the accompanying Elfec- system for given cost. It would also support the case of

tiveness report, the writer has tried to collect and the sharpshooters against the multitude of proponents
summ,,rize records of antiaircraft effectiveness, and who want to ride shotgun on each new outgoing stage
fire control accuracy. The reason has been to attempt to of air defense system development. I

I
I
I

"I i
Ii

13-2

4L

SnIi



1W- -- -- . . . - - -- .q f~~

I

I SECTION 14
TEST AND EVALUATION REQUIREMENTS

It is too late to begin a test program when the first Time and cost limits on testing will prevent the test
prototype has been completed. The following brief and evaluation manager from acquiring data beyond
outline sketche% some of the considerations to be in- immediate requirements unless these longer term re-
cluded in test planning. The plan should be completed quirements for data are specifically written into his
at least in preliminary form when system development assignment. This is a major problem in all military
is initiated. testing. Automated data processing can help to satisfy
14.1 OBJECTIVES AND TEST PLAN CONTENT everyone concerned, if plans for the kind of data

reduction desired are made early enough, and if the
The test and evaluation plan should be developed to data reduction software is completed before testing

ensure a comprehensive set of tests in parallel with the begins.
development activity to complement, improve, and 14.2 DATA ACQUISITION ON COMPLETE
expedite the development process. It should serve as a
means for obtaining progressively more valid informa- SYSTEM PERFORMANCE
tion of components and system feasibility, reliability The principal shortcoming of almost all military
and maintainability, and to facilitate early identifica- field experimentation programs is the limited analysis
tion and correction of deficiencies. of data which is carried out. The usual cause of this

As components become available for testing, initial shortcoming is that a deadline is established for the

estimates of reliability and maintainability can be final report, and slippages in the experimental portion

replaced by real ata y of the program compress the time available for data
reduction and analysis. Once the report is delivered

Human factors checkout and validation should be- there is no incentive and little opportunity to continue
come progressively more definitive as actual system the analysis to fully exploit the data which has been
elements are avai!able for man-machine testing. taken. The problem is further compounded by the fact

The plan should provide for progressively more that not many people are really interested in data

realistic man-machine performance validation by analysis.
SncA partial remedy is to provide instrumentation anda. Static and dynamic test of components. associated data computational capability that will ana-

b. Static and dynamic test of the system with simu- lyze the experimental data in real time, with a print-
lated inputs, out and summary available after each experimental

c. Paraflel improvement of a system simulation, run. This approach is limited by the foresight of the
experiment planner in deciding beforehand what data

d. Non-firing tests of a complete system against should be taken and how it should be analysed. How-
realistic targets, ever this is an easier task in the case of predicted fire

c. Firing tests against simulated targets. air defense systems than in most of the more complex
field experiments with troop units and mixed weapons.

f. Firing tests against live targets (such as drones). The following paragraphs outline a system for real
Testing and engineering should be closely integrated time assessment of antiaircraft gun systems. The Army

throughout development to expedite correction of ob- already has under development a 'Vulcan target selec-
served deficiencies. tor' for which details are not available at the time of

writing, but which it is believed will perform some or
The test and evaluation plan should not be limited in all of the functions to be described, and perhaps others

its final phase to definition of system acceptance tests asll o w the rsesiedant erial s othere
requirements which must be met by the contractor. The as well. However the present material is offered to
final evaluation should be sufficiently comprehensive to illustrate a concept.
provide a good basis for estimating probable system The problem is to determine the effectiveness of a tmeffectiveness in combat, and the limits on effectiveness. predicted fire system in a field experiment in real time.•

With a good test plan and sufticieni foresight. the without actually shooting down droned aircraft.
test procedures will not only indicate the capabilities of The basic element of this approach is the generation
the system under test, but will provide a basis for by digital computer of a 'synthetic trajectory' in real
writing the requirements of the next generation sys- time. It has been noted in Section 6.0 that the use of a
tern. This involves rather careful logging of the target synthetic trajectory appears to be highly desirable in
path characteristics and other parameters during tests, conjunction with prediction algorithms for use with
and identification of the sources of system error, and systems employing projectile tracking, and its reap-
their relative magnitudes. pearance here suggests that the Army might usefully

I 14-1
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activate a development program with the specific ob- continuous recording of prediction errors, and one for
ject of producing an operational module to be attached automatic scoring with cooperative sensors in a real
to any predicted fire system for this purpose. aircraft. Both descriptions are described in conjunction

with engagement of a real target (either non-firing or

As described in Section o0, the idea of a 'synthetic firing blank ammunition), hut it will he clear that one
trajectory' is to store gun orders in memory at a could also use a synthetically generated target for an
sampling rate of about 10/second. From a ranging indoors test operation.
device time of flight to target present position can be j
obtained continuously, gun orders time of flight previ- in both cases, a pointing device is mounted on the
ous can be retrieved, stripped of superelevation and gun mount, and this is turned back from gun position
other ballistic corrections other than time of flight, and by deflection angles which are computer generated so

used to generate a spot on a tracking display, or reticle that the axis of the pointing device is continuously ishowing where the prediction function would have put directed at the angular position of the center of thethe center of aim with respect to the target. shot pattern at the computed time that the projectiles

The computational process is outlined in Figure 14- would be at target range.

I. Symbols used are as follows: If the pointing device mounts a TV or IR imaging
a. A. - gun azimuth- device, the target image appears off axis by the amount

of error in the center of the shot pattern (i.e., error in
b. * = gun quadrant "levation. prediction exclusive of round to round ammunition
c. *, - gun superel on. dispersion). An observer can then view the wander of

the aim error over a path continuously, and the errors
d. t , - time of fligrn, , can be electronically extracted from the imaging device I
e. D - slant range to target, for a continuous record.

f. t - time. If the pointing device mounts a laser, sensors on the
aircraft can record when the laser is on target. Some- 1

g " "what sim ilar scoring system s are now operational at
For a test device, this module can be utilized in a Fort Ord but do not allow prediction error to be

number of ways. Two are described below, one for assessed. By choosing the laser beamwidth to corre-
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S spond to the size of the ammunition dispersion pat. be time varying as non-stationary processes, determi-
tern, a record can be relayed to the ground instrumen- nation of the best way to develop summary descrip-
tation of hits on the target versus time. It is possible to tions requires careful preliminary analysis.
mount a number of sensors on the target, so that the it is, or course, vital to record the target path data, as
weighting of hits according to target aspect and vul- determined from the tracking data corrected for re-
nerablity can be done in real time in the data process- corded tracking errors, or from a separate tracking
ing. Similarly, one can use the recorded data to com- unit of higher precision. This data also should be
pule the probablity oa target kills with bursts of vari. reduced and statistically analysed in real time for
ous lengths, and have this data available in real time. including in the engagement summary printout.

The advantage of this general approach over simply If the above objectives are realized, the Army will
recording tracking error is that it includes all of the have not only an effective device for assessing the
dynamic errors of" the fire control process. including performance of predicted fire systems, but a means for
the effect of target maneuvers, solution errors, and the systematically building a base of" information which
amplification of tracking noise. can be used to establish requirements for, and to

design, improved predicted fire systems.
If it is desired to simultaneously record tracking 14.3 ANALYSIS OF COMBAT DATA

error for immediate, or post engagement correlation
against prediction error, it would probably be neces- Quantitative analysis of the combat effectiveness of
sary to add a second imaging device slaved to the weapon systems is an art which almost vanishes in
tracking sensor, to record the target position relative to peace time, and is revived only after a conflict has
the axis of the tracker, i.e., the reticle, in the case of been under way for many months. In any war in which
disturbed reticle sights. It is also conceivable that the air defense weapons are employed, however, early
tracking axis position could be injected to the same measurement of enemy attack tactics will allow a
display as the prediction error display but this might major improvement in defense weapon system doctrine
be more complex than adding a tracking imaging and effectiveness.
sensor. It is suggested that all except the most primitive of

air defense systems should incorporate, or have means

i Computation of prediction error statistics can be for attaching, a recording device that will store the
done during or immediately subsequent to each pass target paths of enemy aircraft as tracked by the de-
for a summary printout before the next engagement is fense system. With modern technology, such a device
initiated. However, since errors are sensitive to the can be simple, small, and inexpensive. In World War
time varying engagement geometry and dynamics, !I. only the British recorded target tracks but the great
whatever software is provided for this processing demand in the US. antiaircraft design community for
should be capable of being modified as experience is tracings of the tracks recorded by the British indicated
gained in the best way to subdivide the data. Since the recognition of the value of this vital data class in
both the magnitude and spectral density of error will that era.
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SECTION 15
RECOMMENDED PROGRAMS

1 15.1 GENERAL validation is recommended, including at least the fol-
The most important short term objective in short lowing elements:

range air defense should be the construction of a a. Determine the probable magnitudes, spectral
•e prototype gun system costing less than $500,000 per characteristics and sources of errors affecting

fire unit, in a self-propelled version, with excellent fire system performance.
control and growth capability. This statem,;nt is the
opinion of the writer, based on the survey of air b. Determine the preferred algorithms for system
defense requirements under the present and related utilization of miss distance measurements, in-
study efeort ucluding data processing parameters. This effort

should include as a minimum, consideration of3 It is believed by the writer that the demonstration of the probably irregular sampling rate of miss
a reliable gun system effective to about 3000 meters distances, errors in the measurement process, the
will do more to strengthen the immediate program for effect on the computation of round to round
the defense of the Field Army against air attack at ammunition dispersion, the point of injection ofI acceptable cost, than any number of additional studies, the correction to the basic prediction algorithm,
simulations, or component experimentation. It is also and the effects of pre and post data processing
believed that a gun system will be more cost-effective, about the injection point. It seems probable that
all factors considered, than a missile system within this the preferred algorithms for processing the miss
range hand. measurements on each path will be time-varying.

There is more than enough information available to c. Evaluate the comparative effectiveness of a sys-
i the Army to write reasonable design specifications for tern utilizing projectile miss measurements

such a system. The important considerations would against that of a conventional system including
appear to be considerations of continuous versus burst fire,

a. Design the fire unit so that night, all weather, or and target path irregularities, including deliber-
Sspecial purpose sensors can be added as the ate target jinking and evasion.

enemy threat changes. 15.3.2 Systems Using Predicted Fire, Beam
b. Design the fire control system so that the predic- Riding Projectile&

tion algorithms can be easily changed as threat I
tactics change. it may be possible to retain much of the cost advan-

tage of conventional predicted fire systems, while se-
The Army should avoid being locked into a rela- curing a single shot kill probability at least equivalent

tively inflexible design concept such as Vulcan. to that of a guided missile by providing projectile in-
15.2 SUPPORTING EFFORT flight control to follow a beam directed at the target

predicted position. As the projectile nears the target.
Given that the above prototype effort is underway, the prediction interval converges to zero. This system isS continued development of advanced predicted fire somewhat similar to that used by Nike Ajax and

m technology should be continued at a sustained but Hercules. but the present possibility of using a laser
moderate level. Some recommended areas for this beam for projectile direction suggests the possibility of
supporting effort are described below. The effot has achieving a compact, relatively low cost system with an
the objective of providing growth improvement of the extend range capability to match the release ranges
basic system, of defining requirements for follow-on of aircraft firing most stand-off weapons. The effort
systems and of providing air defense capability for would include as a minimum*weapons having air defense as a secondary role.weapons h g arM CONCET asasondaryle. a. Systematically outline a set of concepts of alter-15.3 SYSTEMS CONCEPT ANALYSIS nate approaches for system configuration. This
15.3.1 Projectile Tracking Systems would include considerations of effective system

Trate of fire, the possibility of controllin4 multipleThe availability, of sensors capable of measuring the in-flight projectiles, and weather limitations.

proiectile viiss distance relative to a target creates the
potential ol" fire control algorithms using them capability b. Develop filtering and prediction algorithms, con-
to eliminate system bias and boresight errors, and siderins the interactions among stability (i.e..
substantially improve combat effectiveness. Since many spectral content of aim deviation) of the direct-
possible implementations of the concept are possible, a ing beam, required missile response time, direct-
comprehensive program of analysis and simulation ing data sampling rate, and taret maneuver.Fm .
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c. Compare the expected effectiveness of a system formance requirements of air defense weapons there-
using predicted fire, beam directed projectiles fore needs to be assessed in detail.
against that of a conventional concept, indicating An analysis is therefore recommended to
system components for which possibly increased
cost over that of a conventional system must be a. Determine the probable delivery tactics of strike t

evaluated against the expected increased system aircraft using 'smart' munitions, and the ability
effectiveness, of the defense to counter the delivery aircraft

15.3.3 Systems Usng Rockets and Rocket- and to engage and destroy the munition. 1
Assisted Projectiles b. Determine appropriate prediction algoiithms and

The question of whether a predicted fire system requirements on sensor and weapon perform.

should employ a high rate of fire gun, or a battery of ance. for predicted fire defense.
rockets reoccurs so often that a rocket firing system A possible conclusion is that the presence of high
should be included in any overall comparison of con- level SAM defense will limit attacking aircraft to only
cept options. Also involved in this consideration is the those delivery modes which can be executed from very
option of using rocket-assisted gun-fired projectiles for low level, terrain following paths. Hence the analysis
extended range. A current development of considerable should include these modes and constraints.
interest is the French Javelot system. which fires 40 15.5 EFFECT OF ENEMY USE OF ELECTRONIC
mm unguided rockets. An operational mode has been AND OPTICT OUNEMY AURE S
suggested for selecting the rockets to be fired according AND OPTICAL COUNTERMEASURES
to pre-set deviations from the mean aim axis of indi- An analysis should be performed of the effect of
vidual rockets. enemy countermeasures on predicted fire systems, as a

It is suggested that a concept evaluation should function of the system configuration and the type of

include analysis of countermeasure.
Predicted fire, antiaircraft gun systems can be de-

a. The usefulness of the preselected deviation con- signed to have a good resistance to enemy countermea-

cept against maneuvering or jinking targets. sures. if this is made a design objective. In particular,
b. The utility of having an effectively infinite rate the provision of alternate tracking modes. (combina-

of fire, by firing rockets in salvo, tions of radar, laser, visual, etc.) is probably easier to
implement than in the case of missile systems.•

c. The greater variety of warhead concepts possible
if large caliber rockets are used. For example. the Although actual system design would require the use
warhead of each might break into a number of of highly classified EW information, it is believed that
smaller missiles as it approaches the target, with a useful conceptual analysis could be performed with- 1
each sub-missile ha a high probability of out the use of sensitive information. Emphasis would
target kill. h be on the determination of what options might be

designed into the defense system on tlhe assumption of
d. System effectiveness compared with a system an enemy capability to deny some or all of the sensor 5

otherwise similar, but employing one or more information.
high performance guns. One possible concept for investigation is sharing

15.3.4 Summary Conoept Comparison tracking data among fire units in a defense complex by

The above set of conceptual approaches should then means of a data-sharing communications link. With

be placed in proper perspective with respect to conven- software in each moun: to corect for parallax, all or -• any fire unit would be able to fire on data generated by
tional systems on an overall effectiveness basis, in any single fire unit. This would by
addition indicating possible sources of major cost
differences, and components likely to require consider- a. Allow ranging by triangulation on an iircraft
able developmental effort and/or incurring significant using an on-board, self screening jammer against
technical uncertainties. radar.

16.4 EVAULATION OF DEFENSE AGAINST b. Make it extremely difficult for an attacker to
STAND-OFF WEAPONS employ electro-optical countermeasures .-gairst

visual. TV or IR tracking since he would have to 9
The reported operational effectiveness of air to sur-continuously point his countermeasures beams

face munitions which home on laser designated targets. contineously acurt and continuous ataemply T heas. r cotrist iagig hoingdevies imultaneously, accurately and continuously at all
employ "TV heads. or contrast imaging homing devices fire unit trackers as he made his pass.

is so high that it seems likely that such weapons will be f
the most cost-effective mode of attack even against The resistance of the 'round robin' data link to
undefended targets. Their implications on the per- jamming would need to be investigated. However.
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unlike high altitude missile defense fire units, the fire No amount of analysis is as convincing as an operat-
units of a gun defense would normally be placed ing prototype, even in brassboard form. It is suggested
sufficiently close together. so that a back-up wire link that two components or predicted fire control systems
could be quickly installed once communication link are of sufficiently general application to justify con-
jamming was experienced. struction of brassboard demonstration models. These
15.6 DATA ACQUISITION AND ANALYSIS are:

In conjunction with Army personnel, acquisition and a. Synthetic trajectory computational module.

preliminary analysis of real target path data should be b. General purpose regenerative tracking module.
initiated. The object of this effort is to eliminate as far
as possible, the subjective judgements now necessary in
generating hypothetical paths for simulation runs, andtopro= de a better basis for all analytical work on air 15.8.1 Synthetic Trajectory Module
defense systems. The concept of the 'synthetic trajector)' has been

Details of what might be done in an effort of this discussed in detail in Sections 6.2 and 14.2. It is
type were developed in Section 13.1. suggested that a brassboard model using an available

minicomputer might be constructed and demonstrated

ADDITIONAL SIMULATION RUNS by fitting it to a Vulcan or Duster fire unit. In the case
of Vulcan, the synthetic spot could be introduced to the

The Litton simulation now has a comprehensive and tracker's optics and used to give him an indication of
flexible capability for the evaluation of predicted fire how much to 'track off" to correct for imperfections of

'- •systems concepts. However to fully exploit this capabil- the lead computation. At the expense of some added
ity a check-out package is essential to minimize pro- complexity. an error measurement might be generated
gramming errors, and increase the confidence associ- (by comparing the synthetic trajectory lead with that
ated with results. In addition, some module modifica- generated by the sight and the correction might be
tions would allow the simulation to support the other applied automatically by optical deflection of the sight
recommended analyses. These are listed below line.

a. Program Check-out and Validation Package. It is There are two possibly useful results of this installa-
3 essential that a check-out package of programs tion, (I) since errors measured with respect to the
* be provided for the simulation to eliminate possi- synthetic trajectory arc somewhat similar to those

ble existing minor programming errors and min- obtained by projectile trackin;, the brassboard would
imize the introduction of errors in new program- allow some experimentation with correction algorithms
min$ or operational runs. prior to the availability of projectile tracking sensors,

b. Module Development for Prediction Algorithms with which the synthetic trajectory module would ulti-
Based on Observation of Projectile Mis Distance. mately be combined, and (2) it is a means for field
aed ontservation thistyeof prjedctin M lorissD tan, observation of Vulcan system errors, with a potential I

Thles intert inthistn typvalidatethe ofpr dictionalfor their reduction even with the present fire control.
makes it important to validate the dynamics of
various possible solutions by simulation. Mounted on Duster, with a laser range finder, the

module would allow course, speed, and angle of dive
c. Time-varying Recursive Smoothing Algorithms. It settings on the sight to be corrected after one time of

seems clear from all results this far obtained that flight. Since the mechanical course and speed timet on
Sweapon effectiveness cannot be fully exploited Duster is relatively inexpensive, but accurate with the

unless 'smoothing time' is made an increasing correct inputs, the combination might represent an
function of range. A simulation module with this efcie o otslto ofr oto o ihcapailiy wuld llo th execte adantges effective, low" cost solution to fire control for light

capability would allow the expected advantages antiaircraft automatic weapons. Note that the system
to be demonstrated and assessed. does not have the characteristics of a disturbed reticle

d. Modification to Accept Actual Target Path Rec- sight, and the adjustment of the input parameters can
ords. The best way to use real target path data be made at a rate that will not throw the tracker off
may be by separately processin it. before intro- target.
ducing it to the simulation. The best means of 18.2 General Purpse Regeneraive Tracking
utilization should be determined, and simulation 1odle

15.8 1 ite pupose of thisModule i opoieadvcinput modification performed, if necessary. Module i15.8 RECOMMENDATIONS FOR EXPLORATORY which can be attached to Vukan, Duster, or any otherDEVILOPMENT available antiaircraft travking mount to provide a

The following component development is recom- regenerative feedback to the human operator's control.mended to support the general predicted fire effort. In a complete fire control system, such a module would
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be an integral part of the design, however, its early capability for MICV-70 and the ARSV against ground
availability for demonstration and experimentation targets and for self-defense against aircraft and heli-
would provide additional validation of the conccpl copters might be sufficient to justify such a develop-
which was first demonstrated on Army systems by the ment if the cost can be kept within bounds. Consider-
Vigilante prototypes. ing that the VRFWS-S weapon for these vehicles (20-

- .F OF30 mm) may have a unit cost or $7000 to 115,000,WEAPONS provision of an effective fire control system capable of
engaging both ground and air threats to the vehicle

Experience in Southeast Asia has demonstrated the would seem to be prudent.
effectiveness of a doctrine in which all weapons fire at
attackin* aircraft. The Field Army has a number of An adequate solution might be simply tracer fire, but
automatic weapons which can be fired against aircraft, analysis could determine whether a substantial advan-
although this is not their primary role. An example is tage could be secured with a simple computer and laser
Bushmaster. range finder. It is believed that a satisfactory solution

It is possible that the advantages of a simple fire might be achi-ved without recourse to p,.wtr drive
* control system which would allow fire on the move and/or a disturbed reticle sight.
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APPENDIX A
AIRCRAFT AND HELICOPTER LOSSES TO GROUND FIRE IN VIETNAM

This Appendix summarizes aircraft and helicopter Most of the cumulative loss data are from newspa-
lois to ground fire in Vietnam through 1971, based per reports. References containing more than simple. on unclassified sources only. The purpose is to su pport totals are referenced. All sources have been logged in

* the contention that the predicted fire antiaircraft de- working papers.[ lenses continue to be effective against modern aircraft.
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SUMMARY i

Figure A-I shows the cumulative losses of both fixed Figure A-4 shows the build up of the North Viet-
wing and helicopter aircraft to all causes, and to namese air defense system, except for Migs, which I
enemy action, versus time. Figure A-2 shows a similar never totalled more than about 75 aircraft in this
chart for helicopter losses alone. Figure A-3 shows a period. Almost all U.S. losses to enemy action have
similar chart for fixed wing aircraft losses, with an been to ground fire, with a total of 50 aircraft lost to Iadditional plot of aircraft lost over North Vietnam. Migs, through 1971.

The SAMS were relative:ly ineffective in shootingAlmost all of the helicopter losses occurred in South down U.S. aircraft directly in this period (by the end IVietnam. and almost all of the fixed wing losses to of 1966 of about 450 aircraft lost over North Vietnam.

enemy action occurred over North Vietnam. 30 had been lost to SAMS, 10 to MIGs and the rest to
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a ~TOTAL FIXED WING
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- 6000 IN INDOCHINA TO ALLII...
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Figure A-1. Cumulative Air Loa in Vietana
A-2I



8000 I I I T

~~iI

4M0

TOTAL LOST

TO ALL CAUSES

wi

30003

0

w

&I-

4~2000

LOST TO

1000 ENEMY ACTION

:1 18~~~01 182I I

[ IFigure A-2. Cumulative H elicop~ter 1LOOM in Vietnam207-1

Ii' A-3



p.-i

30000

"I 0 1.
w TOTAL LOST

TO ALL C.AUSES

uJ

X, 2000 .
- TOTAL LOSSES TO

ENEMY ACTION

1000.-

TOTAL. LOST

OVER NVN .

0.I
1 1962 1963 1964 1966 1966 1967 1968 1969 1970 1971

20871l-317

Figure A-3. Cumulative Fixed Wing Losses in Vietnam

guns and automatic weapons), but they probably con- The principal coniclusion is that predicted fire anti- 3
tributed to gun effectiveness by causing aircraft to fly aircraft guns continue to be effective against the most
paths more accessible to guns. modern aircraft, as they were in Korea, in WW 11 and

Tables A-I and A-2 are given for exchange ratios of when the first Gothas appeared over London in I
SAM missiles per aircraft destroyed, and the MIG/ WW !.
US. exchange ratio. The fighter exchange ratio is not
as favorable to the U.S. as in the Korean war.
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Table A-1. Exchange Ratios (Reference A.1)

SAMS v%. V. S. Aircralt

SAM misstle%
Year sighted Mi,%ilc./aircraIt lot[ A 'C loit

1965 Ito 8

1966 990 33 30

1967 3500 55 64

mid 1968 6. 162

MIGi vs. U. S. Aucraft

U. S. aircraft Mkgs NVN Mig
Year loll lost Mig%/U. S. lost strength

1965 2 6 3.0 75
1966 II 29 2 6 70

1967 25 75 30 20 in NVN

mid 1968 9 8 1.1 20-25

Curh to 1972 (Jan) SO 50 40 in Jan 72

20871-635
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Table A-2. Cumultive U.S. Aircraft Losses in Vietnam since Jan. 1960 as of 5/23/67 (Reference A.2) p

Helicopters
Fixed Wing all types Total

Lost to hostile action S65 6 S71
over NVN lncludiln
Laotian border

Lost to hostile action 182 331 513over SVN -

Total Loss to hostile action 747 337 1084

Non-hostile open losses and 646 544 1190to enemy ground attacks.
mortarl. etc. .

Total losses, all causes 1393 881 2274

Notes:
"'Current" aircraft los rate estimated at S00/year, (1967) 11S Miss, and large numbers of mobile 85, 57.37 mm guns.
constitute dcefenses. Through May 23 the Mig ratio was 71/20 in favor of the U. S.
46 aircraft were lost to SAMS with abo~it 2450 missiles fired.

I I% of losses over NVN were caused by missiles and Miss.
All losses in SVN were caused by small ms and flak.

20871636
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I APPENDIX B
TABLE OF DEFINITE INTEGRALS

The following definite initegrals have been used so 2
often in the analysis that they are collected here for 21Ca dw (1 1(2n - 3)!!
convenience. irJ + w2 T2 )n \T)(2n- 2)!- (8.6)

* •" + w2T2= (B.T

Sw2mdw (2m - 1)!!(2n - 2m - 3)!!I CfD (8.7)
Sdw -(B(/ w2 T2)) T2  ÷ (2n- 2)!!

i +w2TI2XI +w2T2
2) T1 +T2

2f CI 2 •where

" 2o 2 2 2(2n + 1)!! = (IX3) ... (2n + 1)0 + w2T,2XI + w T22XI +÷w2T3)
(2n)!! = (2X4)...(2n) (B.8)

f TIT2 + TIT3 + T2T3
SI = (T! + ~T2XTi + T3XT2 + TD) (B32 o~s_(aw._) d.w I -~a/T(.)

Twd -r (B.9)Srr~o ] + w2T2 T

i 2f w2dw
(iJ +w2 Ti 2 XI + w2T2

2X! + w2T3
2 ) 2 CDaT 1Iea/TI "T2e'a/T2

I • ~cos (aw) dw -

1 w"j(I+ w2T2XI + w2T 22) T1
2 .T 2

2

" I -" ~(TI + T2X(TI +T3T + T) (8.4) (.0

"I 4
2 ,•o• w dw-a/

a2 T I w22T22X + w2T3 2) 2 w2 cos (aw) dw Tie'a/T2 "T2e'a/TI:1~~ ~~~ ~~ (I( t 2 jX + 2
2 X wT 2  +w l +w2T 2  2

I , (w 2+w2T22) TIT 2 (TI 2 -T 2
2 )

T1 +T 2 +T 3

I =(T 1T2T3)(T1 +T2XT] +T3)T 2 +T3) (B.5) (8.11)
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21cos (aw) dw =I 2 2 mCoD(w)d
Wj +WT2  11I + (a/)e-a/T fw m co- a)d

+w (I )-10 (z + W)"

(B. 12)

=(. 1)m'' dn [zm -0) eaz%

CO dz~

w- cos (aw) dw-

F~o(I + w2T2) 2  2T3 *a~j

(B. 13)
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